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ABSTRACT
One of the main barriers to immersivity during object manipu-
lation in virtual reality is the lack of realistic haptic feedback.
Our goal is to convey compelling interactions with virtual
objects, such as grasping, squeezing, pressing, lifting, and
stroking, without requiring a bulky, world-grounded kines-
thetic feedback device (traditional haptics) or the use of prede-
termined passive objects (haptic retargeting). To achieve this,
we use a pair of finger-mounted haptic feedback devices that
deform the skin on the fingertips to convey cutaneous force
information from object manipulation. We show that users
can perceive differences in virtual object weight and that they
apply increasing grasp forces when lifting virtual objects as
rendered mass is increased. Moreover, we show how naive
users perceive changes of a virtual object’s physical properties
when we use skin deformation to render objects with varying
mass, friction, and stiffness. These studies demonstrate that
fingertip skin deformation devices can provide a compelling
haptic experience appropriate for virtual reality scenarios in-
volving object manipulation.
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INTRODUCTION
Recent developments in head mounted virtual reality displays
have led to dramatic improvement in the quality and accessi-
bility of virtual experiences. These displays enable impressive
visual experiences, but advancements in haptic interaction are
needed to create a truly immersive experience. Kinesthetic
haptic devices (robotic manipulators that generate an external
force on the user) enable compelling haptic interaction with
virtual worlds, but these devices are restricted to small table-
top workspaces, and require users to interact with the virtual
world through a physical tool rather than with their bare hands.
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There is a need for haptic devices that render compelling force
information while allowing direct haptic interaction with vir-
tual environments.

When we manipulate objects in the real world, local forces at
the fingertips cause deformation of the skin on the fingerpads,
providing information about the objects’ physical properties.
Mechanorecepters in the skin are capable of sensing both
low and high frequency information about force magnitude,
direction, and texture [1], [11]. We developed two 3-degree-of-
freedom (DoF) fingertip tactile devices to deform the skin on
the fingerpads in a manner similar to direct object manipula-
tion. The devices use a novel tether and bias-spring actuation
method, along with the well characterized delta mechanism,
to allow high fidelity motors and encoders to be mounted
longitudinally on the back of the finger, with small size and
weight. During a grasp and lift maneuver, the high friction
element touching the skin, called the tactor, can move both
normally against the fingerpad (as when grasping) and later-
ally (as when lifting). The ability to render both normal and
lateral tactile feedback makes these devices particularly well
suited for conveying forces during object manipulation.

Traditionally, researchers have focused on vibration feedback
as a tactile solution for conveying force and contact informa-
tion [12], [14], [23]. While vibration is suitable to convey
contact events and texture, it does not directly convey direc-
tion and magnitude information, preventing its use as a force
substitute. More recently, researchers have investigated tactile
devices that apply forces to the fingerpad. When appended to
the end of traditional kinesthetic devices, these tactile devices
have been shown to increase the perception of virtual stiffness
and friction [20], [21], [22], aid in the discrimination of tex-
tures during environment exploration [5], and in some cases
replace force feedback entirely while preserving performance
in teleoperated tasks [17], [24].

The evidence of effective tactile feedback has led researchers
to develop haptic devices that allow direct touch with virtual
environments. An example of a wearable kinesthetic device
is Dexmo [7], which is grounded to the back of the hand and
provides force to resist grasping motions. Carter et al. devel-
oped a system that uses focused ultrasound to project points
of haptic feedback on user hands [2]. Others have developed
tactile devices worn on the finger, recreating interaction forces
at the fingerpad. Minamizawa et al. used a fingertip moving
belt design in conjunction with an Omega.3 haptic device to
render virtual mass [15]. Prattichizzo et al. [19] and Perez et al.
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Figure 1. Fingertip devices on the index finger and thumb. Each device
tactor can move in 3-DoF against the fingerpad (normally and laterally),
with minimal encumberance.

[18] developed wearable devices that compress a platform nor-
mal to the fingerpad and also change the platform orientation.
Leonardis et al. [13] developed a wearable device capable
of moving in 3 degrees of freedom that reduced grip forces
during virtual lifting when compared to no haptic feedback.

While many tactile devices have been shown to improve per-
formance during specific isolated tasks, the effect of tactile
feedback on naive perception of mass, a percept that normally
includes a kinesthetic component, needs further investigation.
The role of tactile feedback in mass perception is especially
important since it has been suggested that humans integrate vi-
sual and haptic information in an optimal fashion, minimizing
the variance in a final estimate by combining the two senses
[4]. While some parameters can be estimated solely through
visual feedback, mass requires haptic sensation because vision
cannot be used to determine the density of objects. Though
tactile feedback for perception of mass has been investigated
with the aid of traditional kinesthetic devices or object props
[26], [15], [6], to the authors’ knowledge, this work is the first
direct investigation of virtual mass perception and other object
physical properties when using only a finger grounded skin
deformation device.

Our new devices have 3 purely translational degrees of free-
dom, making them particularly well suited for rendering forces
that act in multiple directions during object manipulation, such
as weight, friction, and stiffness. We performed two user stud-
ies to investigate how virtual objects are perceived with fin-
gertip skin deformation feedback. The results show that users
can distinguish between virtual objects with different mass,
and also how naive user perception of virtual object properties
is affected when the mass, stiffness, or friction of the virtual
objects is modified.

SYSTEM DESIGN
The fingertip tactile devices (Fig. 1) have two separate com-
ponents. The first is a finger grounding interface that straps
to the medial phalanx. Several sizes of this interface were

Figure 2. Example of the experimental setup during both experiments.
Devices were worn on the index finger and thumb and used to render
virtual environment forces while the scene was rendered on an Oculus
DK2 display.

created to enable use with participants of varying finger size.
Grounding to the medial phalanx helps distribute forces from
the tactor and results in a stimulus that feels like it originates
from an external source. The interface holds a magnetic track-
ing sensor from an Ascension 3D Guidance trakSTAR system,
which provides tracking information about the position and
orientation of the fingers in free space at 200 Hz.

The second component of the devices is the delta mechanism,
which attaches to the finger grounding interface via a dove-
tail feature. The delta mechanism moves in 3 DoF with a
10×10×5 mm workspace and has the ability to make and
break contact with the fingerpad. It weighs approximately
32 g and is bounded by a box of size 21.5×48.8×40.2 mm.
The position of the delta mechanism was controlled using
a Sensoray 826 I/O board to output desired motor torques
to linear current amplifiers. The bias springs in the base
revolute joints provide mechanism torques in one direction,
while the Faulhaber 0615 DC motors with 06/1K 64:1 gear-
boxes spool the tethers attached to the base links to provide
torques in the other direction. The delta mechanism is ca-
pable of up to 7.5 N of normal force and 2 N of lateral
force. CAD models of the entire assembly can be found on
https://github.com/sschorr/WearableDevice.

Virtual environments were created using CHAI3D [3], which
uses the god-object algorithm [9] for determining dynamic
object interaction forces. This algorithm uses a proxy point
that is attached to the haptic interaction point (HIP) by a vir-
tual spring (surface stiffness). When the HIP moves within
a virtual object, the proxy point is constrained to the object
surface, stretching the spring and determining a virtual inter-
action force. The neutral position of each device tactor was
set for each participant by moving the tactor into the fingerpad
by approximately 0.5 mm. This initial offset normal to the
fingerpad prevents the tactor from slipping laterally across the
finger during use. During haptic rendering, the orientation
of the devices in free space was used to transform the force
vector of the virtual interaction force into the reference frame
of the delta mechanism. The device tactors were then com-
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Figure 3. Mean participant response weight for each block mass and
size. The true scaled weight is based on the "standard" block with mass
0.2 kg and weight "10". Error bars indicate standard error.

manded to move 2.1 mm/N from the neutral position in the
vector direction of the virtual environment interaction forces,
based on the mean lateral stiffness of the fingerpad [16]. The
virtual environment and resulting interaction forces were up-
dated at approximately 3 kHz with overall system latency of
approximately 20-30 ms from user input motion to visuohaptic
rendering, the majority from tracker delay. An Oculus DK2
was used to display the virtual environment to users. Partici-
pants wore noise canceling headphones playing white noise
during the experiments. The system setup is shown in Fig. 2.

MASS PERCEPTION STUDY
The objective of this experiment was to determine how virtual
object mass and size affected weight perception of device
users. Six participants, five with engineering backgrounds,
completed the experiment after giving informed consent. The
experimental procedure was approved by Stanford University’s
Institutional Review Board.

Methods
Participants evaluated the weight of virtual blocks with heights
of 50, 100, or 150 mm and masses of 100, 150, 200, 250, or
300 g. Blocks were presented in pairs where the first was
always the "standard" block (100 mm tall and 200 g). Partici-
pants were asked to grasp the block between the index finger
and thumb and lift it approximately 15 cm. They were then
told that the standard block has a weight of "10" and were
presented with one of the alternative blocks. Participants were
asked to evaluate its weight with a number relative to the 10 of
the standard block, using a magnitude estimation scale. Each
combination of block size and weight was presented 5 times
for a total of 75 trials per participant.

Results
Mean participant response weight for each mass and block size
is indicated in Fig. 3. Participant perceived weight increased
with increasing block mass for all block sizes. Fig. 4 shows
the mean grip force per rendered mass. Participants used
increased grip force to lift the blocks as the rendered mass was
increased.
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Figure 4. Mean grip force for each rendered mass. Error bars indicate
standard error.

We fit a linear mixed-effects model via maximum-likelihood
to the response variables of evaluated weight and grip force.
Block mass and size were included as fixed-effects terms
and differences in participant performance were included as
a random-effect term. An ANOVA test to determine if coef-
ficients representing the fixed-effects terms were equal to 0
indicated that block mass had a significant effect on perceived
weight and mean grip force (F1,447 = 156.3, p < 0.001 and
F1,447 = 13.56, p < 0.001, respectively). The effect of block
size on perceived weight and grip force was not statistically
significant.

Discussion
The statistically significant effect of rendered mass on partic-
ipant perceived weight indicates that participants were able
to use the tactile devices to discriminate between virtual ob-
jects of varying mass. While participants perceived the masses
as having a narrower weight range than previous real world
experiments [10], the weight range reported with the devices
actually more closely matches the true scaled weight. When
lifting an object, the resulting force vector on the finger is de-
termined both by the normal force associated with the grasping
of the object, and the gravity force during the lift. Participants
were able to parse the force vector rendered by tactile feedback
and interpret the component representing the object weight.

We did not see a strong effect of the size-weight illusion [25]
that has previously been shown with objects of varying size.
This phenomenon has been shown to work in virtual reality
with both real objects [10] and kinesthetic haptic devices [8].
In our experiment, the smallest block had the highest mean
reported weight across all masses, but there was no statistically
significant effect of block size on perceived weight. It could be
that the lack of kinesthetic resistance during the lifting motion,
which would result in different lifting accelerations for each
mass given a specific lift force, prevented the manifestation of
the illusion. Further research is needed to determine whether
the effect can occur with purely tactile feedback.

Cutaneous sensory information is known to be critical for
skilled grasping [27], and the increase in mean grip force
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with increasing rendered mass shows that participants were
modifying their grip based on the real-time estimation of the
object mass. When lifting objects in the real world, grip force
is typically regulated to prevent object slipping. The devices’
ability to provide information about normal grasping force and
object mass allowed users to modulate grip force based on the
mass of the object being lifted.

PHYSICAL PROPERTIES STUDY
The previous study required that users consider the haptic
stimulus they received as mass. We now investigate how
the manipulation of various virtual object properties affects
perception when naive users are free to manipulate objects
in an unprompted manner. Six participants, different from
those in the previous study and with no previous experience
using skin deformation devices, completed the experiment
after giving informed consent. Five of the six participants had
engineering backgrounds. The experimental procedure was
approved by Stanford University’s Institutional Review Board.

Experiment Procedure
In this experiment, participants were presented with a virtual
environment consisting of two small blocks on a table. Both
blocks had the same size and shape, but were different col-
ors to make them easily distinguishable. Each pair of blocks
presented to the participants had matching physical properties
with the exception of one varying property: mass (50 g vs.
250 g), stiffness (60 N/m vs. 180 N/m), or friction coefficient
between the user’s virtual finger and object (µ = 0.5 vs. µ =
4). The experiment participants had no prior knowledge of
the virtual parameters being investigated and were only told to
freely manipulate the two blocks on the table and describe any
noticeable differences between their physical properties. Par-
ticipants were not time restricted and were allowed to continue
until they felt they had adequately described the differences,
usually 5-10 minutes. Each participant explored all 3 varying
properties in a Balanced Latin Squares order.

Results
Fig. 5 describes the relationship between the physical param-
eter that was changed and the perceived parameter changes
reported by the participants. When the virtually rendered mass
was changed, 5 of the 6 participants reported a difference
in perceived mass, 3 reported a difference in stiffness, and
1 reported a difference in friction. When the rendered stiff-
ness was changed, 4 participants reported a change in mass,
3 reported a change in stiffness, and 3 reported a change in
friction. Finally, when the rendered friction was changed, 2
participants reported a change in mass and 6 reported a change
in friction. Importantly, when participants correctly identified
the parameter being changed, they always correctly identified
which block had the higher and lower values.

Discussion
While many participants perceived a change in the direct phys-
ical parameter being modified in the study, many of them also
perceived changes in other physical parameters that were not
modified. Knowledge of these crossovers in object property
perception helps developers avoid unintentionally undermin-
ing the intended rendering effects.
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Figure 5. Fraction of participants that responded with a perceived pa-
rameter change based on the virtually rendered parameter changes. Par-
ticipants’ responses were unprompted, and some responded with multi-
ple perceived changes for the single rendered change.

Most notably, 4 of the 6 participants responded that increas-
ing the object stiffness made the object feel heavier. When
questioned further about this observation, some said that they
thought the stiffer block was heavier due to the increased
forces they felt while holding it. Without an underlying kines-
thetic force on the fingerpads, the additional feedback of the
resulting from the object’s higher stiffness was perceived to
be increased force from weight. The dual of this effect was
also observed, as 3 of the 6 participants perceived a change in
stiffness when the mass of the virtual block was altered. Again,
it is likely that participants exhibiting this crossover perceived
increased or decreased intensity on the fingerpads rather than
directly evaluating the vector directions of the stimulus they
felt – normal to the fingerpads for stiffness, and downwards
with gravity for mass.

All of the participants recognized altered friction properties of
the surface, many specifically using words like "slippery" or
"sticky". The effective rendering and perception of frictional
forces is critical for modulating interaction forces during ma-
nipulation. This likely contributed to the significant effect of
object mass on grip force in the previous study.

CONCLUSIONS
We developed fingertip tactile devices to investigate how cu-
taneous skin deformation could contribute to a compelling,
immersive haptics experience for virtual reality without the
bulk of traditional kinesthetic haptic devices. We showed that
participants are not only able to perceive variations in the
weight of virtual objects, but also to modulate their grip force
commensurate with the mass of the object being manipulated.
Furthermore, we show how changing various physical proper-
ties of virtual objects affects completely naive user perception
during device use. While users often directly perceive the
altered virtual property, there are also frequent situations in
which users perceive a different altered characteristic. With
the knowledge obtained from these studies, we can create
haptically interactive virtual environments with a better under-
standing of the relationship between rendered and perceived
virtual object properties.
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