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ABSTRACT
Presenting content to an audience is important in several fields,
including education, marketing, and entertainment. Therefore,
the main goal of the presenter is to transport messages to the
audience.

The paper aims to improve the process of message transporta-
tion by providing audience-friendly and anticipatable gestures
for the presenter to be used for 3D interaction with the content.
For this purpose, we first gathered input from a potential au-
dience through a Wizard of Oz experiment and implemented
three coherent gesture sets using the Kinect. We conducted an
online survey to evaluate the hypotheses regarding the antici-
pation rate and perceived user experience. In particular, two
of our three gesture sets show tendencies to be intuitively pre-
dictable by an untrained, uninformed audience. As the three
sets differ significantly in the anticipation level, we conclude
that future improvements of such gestures would enhance the
audience’s ability to predict the intended actions even further.

Author Keywords
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ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (e.g., HCI):
User Interfaces

INTRODUCTION
Being able to transport certain key messages to the audience is
what distinguishes excellent presenters. Hereby, the behavior
of the presenters is as important as their messages. Improving
presentation skills has been the subject of recent research, not
to mention the plethora of workshops and schools that provide
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courses designed to improve these skills. The latter teach us
how to breathe, when to speak up, how to move, when to stop,
how to engage, how not to lose the audience, and many more.
Other hot topics target the presented material: how to build
pitch decks, which font size to use, impacts of images, and
how to present live content.

Gestures are an important part of the presenters behavior.
Those gestures which can be easily interpreted by the au-
dience greatly enhance the understanding of the content as
shown in various studies [15, 39, 4]. On the other hand, less
intuitive gestures increase the cognitive load of the audience
as the attendees need time to process and understand these
movements, even if they might be more ergonomic for the pre-
senter. For that reason, having gestures that are easily linked
to what currently happens in the application (what we refer
to as anticipation) provides a significant improvement for the
audience.

Thus, good presenters are willing to learn new techniques, if it
rewards them with reduced cognitive load for their audiences.
The audience, on the other hand, is not prepared for mislead-
ing and counter-intuitive gestures. An ergonomic interaction
for one person, the presenter, might therefore still result in
misunderstandings on part of many attendees. All these rea-
sons motivate our proposed change of the perspective, i.e., to
look at the audience and not only the user (presenter) while
designing the gestures.

We focus on the case when the presenter interacts with an
application—in 2D or 3D—and the audience both listens and
spectates. One common scenario is a medical school where
the presenter, or teacher in that case, performs a virtual au-
topsy on a dataset and explains different specs to the students
while interacting with the data. Another scenario, mostly en-
tertaining in its nature, is a digital planetarium. The presenter
interactively navigates through the universe while giving in-
sights into astrophysics. In addition, the audience might ask
live questions, which then results in, for example, navigation
tasks being carried out by the presenter.
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Based on input from planetarium content presenters, we de-
cided to investigate the gestures from the point of view of
the audience, instead of focusing our attention to the person
who performs the interaction. Our goal is to find out whether
gestures can help the audience anticipate the interaction of the
presenter with 3D content. That goal poses a first and crucial
step to answering the final question: whether it is a benefit to
include gesture-based interaction in our daily presentations
when it comes to software demonstrations rather than Pow-
erPoint slides. For that purpose, we first ask a potential, yet
untrained, audience in a Wizard of Oz study to gather ideas
of how the target group would perform these 3D interactions.
We then implement and group the gestures in three coherent
sets. Finally, we perform an online survey regarding the an-
ticipation rate and perceived user experience to validate the
respective hypotheses.

RELATED WORK
Our contribution mainly benefits from related work in two
areas: enhancing presentations and improving gesture-based
interaction. The former includes techniques and systems that
aid a presenter during the presentation. The latter deals with
the question of crafting intuitive, comprehensive interaction
methods as well as technically improving gesture recognition.

Enhancing Presentations
Giving an engaging presentation is a challenging task and the
presenters behavior is as important as her message. This is
illustrated in various prominent works on presentations such
as Haider et al. [14] or Keith et al. [7]. That literature points
out that the behavior of the presenter (such as gestures) has
a huge impact on how the presentation is perceived by the
audience.

Cuccurullo et al. [6] proposed enhancing public presentations
by allowing a natural user interface for the presenter. Their
approach, Kinect Presenter (KiP), adds gesture based interac-
tion metaphors for presentation software such as PowerPoint.
Several other publications also aim to enhance and improve
the default PowerPoint presentation scenario by, e.g., using the
Wiimote as an input device [40]. However, to our knowledge,
there is no similar work with regard to presenting 3D applica-
tions. To improve presentations in large auditoriums, Tan et
al. [34] demonstrate an approach relying on a live video view
that combines the presenter and the presented material. In ad-
dition, the system leverages the possible amount of interaction
between the presenter and the local or remote audience.

Roth et al. [28] propose seven techniques that enhance the
slide-based transmission of information and, thus, have a posi-
tive impact on the quality of a presentation. Another system is
Fly[18], a prototype presentation system that enhances presen-
tations by adding a visual structure to the underlying content.
In particular, a spatial organization based on Mind Maps is
applied. In contrast, Trinh et al. [37] focus on the rehearsal
stage of the presentation. In particular, their system PitchPer-
fect has been shown to have a positive impact on the overall
presentation quality.

Another interesting approach to generate comprehensible ges-
tures is to rely on popular science fiction movies. Filmmakers

have to create futuristic interactions that the audience should
be able to understand intuitively. In this area, the work of
Figueiredo et al. [9] aims to establish a compilation of hand in-
teractions in Sci-Fi movies and, thus, to generate useful input
for further research in that area. Shedroff et al. [31] also point
out that Sci-Fi interfaces often mirror the actual expectations
of potential users.

Crafting Gestures
Nielsen et al. [26] describe suitable approaches to craft a
gesture-based interaction. They also emphasize the lack of a
universal gesture vocabulary, which reinforces us conducting
a Wizard of Oz experiment for our particular scenario. Similar
to our Wizard of Oz procedure, a crowd-sourcing approach
was applied by Grijincu et al. [13] to annotate video-based
gesture data sets.

Rovelo Ruiz et al. [29] focused their work on gesture-based in-
teraction with omni-directional video. Similar to our approach,
the authors asked participants to execute mid-air gestures that
they consider to be appropriate. Based on such input, a user-
defined gesture set for the given scenario was established.
Fikkert et al. [10] explored how uninstructed users gesture
when asked to perform basic tasks in the context of large pub-
lic displays. After rating these outcomes in a second study, a
gesture set for explicit command-giving to large displays was
established.

Intuitiveness and effectiveness of gestures for large displays
in the public space was researched by Hespanhol et al. [16].
The authors focus on simple gestures for the execution of the
basic actions of selecting and rearranging items in a large-scale
dashboard. Grandhi et al. [12] also aim for naturalness and
intuitiveness in gesture production by providing guidelines
for the characteristics of gestures and according user mental
models in their work.

The work of Soh et al. [32] focuses on the establishment of
a set of 3D object manipulation gestures that can be realized
with the Microsoft Kinect. The authors note that the focus of
gesture crafting is on either reproducing real-world interaction
or on the technical possibilities, i.e., gestures that are well
recognized by the Kinect. Intuitively, the former approach
seems to be more suitable with the audience in mind.

Song et al. [33] propose a handle bar metaphor to resolve
the mode switching issue with regard to object manipulation.
Since the Kinect is not able to track fine-grained hand rota-
tions robustly, the authors propose to skewer an object with a
bimanual handle bar and rely on relative 3D motion instead.

From a more technical point of view, several studies have been
conducted to improve the gesture recognition process. Alexan-
der et al. [2] created the Gestur framework to improve the
optical recognition of hand gestures. A neural network (semi-
supervised Fuzzy ARTMAP) allows for incremental online
learning and recognition of static gestures, and hidden Markov
models serve the same purpose for dynamic gestures. Ren et
al. [27] use the Kinect to create a hand gesture recognition
system that is especially suited for uncontrolled environments
and ignores hand variations and distortions by considering
both the color and depth information. Oikonomidis et al. [20]
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Figure 1. The original planetarium scenario used as inspiration for our
research. The presenter interactively maneuvers through the universe,
visiting a number of points of interest. The audience is often asked about
the next destination. Without gesture support, an assistant is required
to execute the respective commands and stay in sync with the presenter.

Figure 2. A simplified planetarium scene used for our surveys. The
setting includes a number of planets, the sun, and a space ship in the
foreground. The space ship is used to accomplish object manipulation
tasks. The displayed left-handed coordinate system with z pointing into
the scene is used throughout the paper to describe the interaction axes.

aim to recover the full articulation of a human hand captured
with the Kinect. Therefore, they handle that task as an opti-
mization problem and solve it with a variant of Particle Swarm
Optimization.

Further Application Areas
Aside from the presentation context, other situations that are
potential candidates to be enhanced with natural user inter-
faces have been studied. Particularly in a medical context, the
touch-free nature of gesture-based interactions provides sig-
nificant benefits for aseptic environments and can be applied
in operating rooms. The work of Gallo et al. [11] presents
such a Kinect-based system for the interactive exploration and
manipulation of medical data sets. The system automatically
determines the dominant hand and provides interactions such
as browsing through data sets, zooming, translating, rotating,
and windowing. Instead of using the Kinect, Tani et al. [36]
work with a glove-driven interface to meet the requirements
of 3D visualization applications for radiological workstations.
Combining trajectory recognition with hand posture provides
a broader set of domain-specific functionalities.

Mixing Kinect-based posture recognition with virtual reality
is also applicable for evaluations of balance training perfor-
mance [19]. Another way to enhance the Kinect experience is

Figure 3. The setup of the Wizard of Oz experiment. The participants
faced the Kinect and had to invent gestures to complete given camera
and object manipulation tasks for the application projected in front of
them. They were told that the Kinect automatically detects and under-
stands their interaction and, thus, allows them to control the application
by their preferred gestures. In truth, a wizard, located in another room,
monitored the subjects with the Kinect camera and triggered interac-
tions in a timely manner within the target application.

presented in the work of Nebelig et al. [25]. The authors eval-
uate user-defined Kinect gestures and speech commands with
regard to controlling a wall-projected web browser. Carter
et al. [5] evaluated combining gestures with gaze. Using
the Kinect, the authors describe a novel lounge-style remote-
interaction and conduct a user experience and preference study
in order to provide a number of design recommendations.

Another area that increasingly relies on natural user interfaces
is the car industry. Zobl et al. [42, 41] study the reasonability
of using hand gestures to control a number of car systems such
as the speaker volume. Other areas often involve multi-user
setups. Tang et al. [35] use three Kinect sensors to create a
collaborative virtual ball playing environment. Such scenarios
might benefit from comprehensive gestures to enhance the
player experience.

BUILDING THE GESTURE SETS
We consider the planetarium scenario similar to that shown
in Figure 1 to investigate the anticipation level of various ges-
tures. Our underlying scene in Figure 2 represents a similar,
simplified space setting including the sun, planets in the back-
ground, and a space ship. The tasks of the presenter are limited
to navigation in 6 degrees of freedom (6-DoF) and 6-DoF ob-
ject manipulation. In our case, manipulated object is given by
the space ship. Furthermore, a selection option is needed to
enter the manipulation mode for the specific object.
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Figure 4. An extract of the proposed gestures. All interactions were captured on video and used to craft the three gesture sets. The superman-like pose
(center of the top row) was one of the most prominent input methods to navigate forwards. Certain gestures, such as the shown object rotation, were
not included in our final sets due to their poor recognition rate by the Kinect.

As already mentioned by Nielsen et al. [26], there is no univer-
sal gesture vocabulary. Apart from relying on the discussed
related work, we also consider the input of a potential audi-
ence for our precise scenario. For this purpose, a Wizard of
Oz study is applied.

Wizard of Oz Study
A first step toward building appropriate, anticipatable gesture
sets was to gather ideas about suitable gestures from a typical
audience, i.e., subjects who are unexperienced both with natu-
ral user interfaces and the target application. For this purpose,
we conducted a Wizard of Oz experiment [3, 8, 22, 30]. The
overall setup is depicted in Figure 3. The application was
displayed on a wall. The Kinect was located on the table in
the middle of the room and faced the subject.

Upon entering the room, we introduced the subjects to the
application. The story was based on the real planetarium ex-
ample, i.e., we told the subjects that the software interactively
renders the universe and that they would be able to explore an
excerpt of it. In the next step, we informed them that their task
was to use body movements to complete a set of tasks within
the application. Each task would be displayed on the screen
and we would notify the subjects upon task completion in the
same way. We informed the subjects that their gestures would
be automatically recognized by the Kinect and transformed
into appropriate actions within the target application. In ad-
dition, we notified the subjects that all interactions would be
recorded and used for an offline evaluation.

The tasks to be completed consisted of 6-DoF navigation,
object selection, and 6-DoF object manipulation. Hence, the
subjects received on-screen task commands before each task,
such as “move forwards” or “tilt to the left”. The wizard
was located in another room and monitored the subjects via
the Kinect camera. The task of the wizard was to trigger
the corresponding behavior within the target application in a
timely manner. Most subjects experienced a trial period as they
were trying out different approaches. Hence, the wizard waited
for consistency, i.e., until a consistent gesture was applied for
at least 10 seconds. At this point, the wizard initiated an on-
screen notification that signaled the task completion to the
subject.

Overall, 18 subjects (10 females) between 24 and 27 years
old participated in our study. We invited subjects with no
experience with the Kinect and gesture-based interfaces in
general because an audience is anticipated to contain attendees
with no gesture-based interaction experience, and we wanted
the presentation to be comprehensive for all subjects.

All interactions were recorded and used as input for the de-
velopment of our gesture sets. Sample outcomes of the ex-
periment are depicted in Figure 4. Surprisingly, a number of
subjects did not limit the interaction to arm gestures and used
the whole body instead. On the other hand, various gestures
known from related work were also represented. Furthermore,
continous movements dominated over discrete gestures in the
experiment.
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Figure 5. The green set is mostly based on bimanual gestures. Gestures
in a) - d) are used to move the camera. e) - g) present camera rotation by
moving the upper body in the same direction. After selecting an object
with j), the presenter moves her clenched fists as shown in h) to move
the object. Changing the distance between the fists as in i), k), and m)
results in object rotation. Object deselection is performed with the same
gesture as the selection, i.e., with j).

Establishing Three Gesture Sets
Based on the results of the described experiment, three dif-
ferent gesture sets were elaborated. For simplicity reasons,
we color coded the sets and referred to them as the green,
red, and blue sets. To illustrate the gestures, the sketch doll
DesignDoll [1] was used. Each set covers the four subtasks for
camera rotation, camera translation, object rotation, and object
translation. Additionally, the green set contains an explicit
gesture for object selection.

Two criteria were dominant for the creation process. Firstly,
the gestures should be consistent within the four subtasks, i.e.,
a gesture should work for all three axes. Otherwise, it would
not be possible to, e.g., modify the object position on multiple
axes simultaneously, which is clearly a notable drawback. For
instance, these cases often occur in the depicted scenario to
achieve certain kinematical effects. Secondly, driven by that
same real-world motivation, we favored gestures that permit
execution of multiple subtasks simultaneously, e.g., rotating
and moving the camera.

Figure 6. The set consists of minimalist, one-armed gestures. The fin-
ger gestures determine whether the camera or the object is manipulated.
The functionalities for both arms differ, i.e., the left arm is responsible
for translation and the right arm for rotation. a) translates the camera,
c) translates the object, b) rotates the camera, and d) rotates the object.

We applied a clustering approach to determine the gesture sets.
In the first stage, we filtered out all gestures that did not span a
continuous 3D space and, thus, did not allow interaction on all
axes. Based on the remaining gestures, three similarity groups
were identified: bimanual gestures, one-armed gestures, and
full-body movements. Finally, we determined the cluster rep-
resentatives by accounting for majorities, while keeping the
mutual interference as minimal as possible.

Green Set
The green set mostly consists of bimanual gestures as depicted
in Figure 5. To move the camera, the user has to clench
both fists and move them in the corresponding direction. Due
to anatomical reasons, the magnitude of drawing back one’s
arms, i.e. moving the camera backwards, is more limited
compared with other directions. Camera rotation is coupled to
the movements of the upper body. In particular, the presenter
needs to tilt to the sides, bend forward/backward, and rotate
sideward.

To select an object, the presenter has to move the right hand
toward the object while holding the forefinger and the middle
finger stretched out (lasso gesture). After the successful selec-
tion, the presenters use their clenched fists to move the object
in space, such as they would hold it. To rotate the object, the
steering wheel metaphor is applied, i.e., the presenters change
the distance between their fists in the desired rotation plane.

Red Set
The red set contains minimalist, one-armed gestures as shown
in Figure 6. The movement of the left arm is dedicated to
translation, and the right arm movement controls rotation.
Clenched fist and lasso with the appropriate hand trigger be-
tween object and camera manipulation, respectively. Hence,
left-armed lasso is used to translate the camera, whereas the
right clenched fist allows the presenter to rotate the object. No
extra gesture is needed for selection since the interactions do
not interfere and thus, are distinguishable by the Kinect.

Blue Set
The blue set combines the shifting of weight with bimanual
gestures and is outlined in Figure 7. Camera translation is per-
formed by shifting the weight in the corresponding directions.
Leaning forward/backward results in moving the camera in
the corresponding direction. Sidelong camera movement is
performed by a weight shift to the appropriate leg. To move
the camera upward and downward, the presenter has to per-
form tiptoeing and a slight squat, respectively. The presenter
uses the movement of her open hands to rotate the camera
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Figure 7. The set relies on weight shift and bimanual gestures. a) - b)
are examples for camera movement, c) - f) are gestures executed with
two open hands that control the camera rotation. Object manipulation
is performed by grabbing the object with the left hand. The lasso gesture
in g) is then responsible for object translation, whereas the open right
hand performs object rotation.

up, down, left, and right. In order to tilt the camera (rotation
around the axis pointing into the screen), one hand has to be
moved up, while the other is being moved down.

Object manipulation mode is triggered by clenching the left
fist and stands for grabbing the object. The lasso gesture of
the right hand can then be used to translate the object in space.
To rotate the object, an open hand gesture is used to remain
consistent with the camera rotation gestures.

Technical Realization
Finally, to validate the practical feasibility of the established
sets, all gestures were implemented and connected to our tar-
get application written in Unity3D [38]. Having our real-life
planetarium example in mind, we relied on consumer devices
to track and recognize the gestures of the presenter. In particu-
lar, our implementation uses the Kinect 2 [23] as underlying
hardware in combination with the Kinect plugin [24] for Unity.

EVALUATION
We conducted a survey to evaluate the established gesture sets.
Our main goal was to study the effects of the gestures on an
untrained audience. Therefore, our focus was on the potential
anticipation rate, i.e., whether the audience would be able to
predict the impact of the gestures on the target application
solely by observing their execution by the presenter. To exam-
ine that question, a between-subjects design was applied. For

each of the three gesture sets described in the previous section,
a dedicated group of subjects was established.

Hypothesis
Our main hypothesis is that the audience, to a certain degree,
is able to anticipate effects of the presenters gesture-based
interactions with the 3D content. We base the hypothesis on
the fact that our gestures were crafted based on user input in
our Wizard of Oz experiment and, thus, should be intuitively
understandable even by an untrained and unexperienced audi-
ence.

Furthermore, we want to evaluate whether the anticipation
level and the perceived user experience significantly differ
among the three established sets. Such differences could point
out potential weaknesses and strengths of the corresponding
sets and pave the way for future improvements.

Procedure and Applied Measures
We executed our survey online by sharing the participation
link over available social media channels such as Facebook.
Each subject was randomly assigned to one of the three groups,
i.e., to one of three gesture sets.

After informing the subjects that the study would take about
20 minutes and focus on different gesture-based interactions
from the point of view of an audience, the demographical data
was gathered. We asked subjects to indicate their gender, age,
their highest level of education, their current employee status,
and their experience with the Microsoft Kinect. The latter
question consisted of the following options: no experience,
having heard of it or seen it, having played games with it, and
having developed software for it.

In the next step, we instructed the subjects to watch a video
of the target application. The video lasted one minute and im-
plicitly contained all possible interactions, i.e., 6-DoF camera
manipulation and 6-DoF object manipulation.

Subsequent to the introduction video, the subjects entered the
main part of the survey. Since each set consists of 6-DoF
interactions for both camera and object manipulation, 12 inter-
actions were presented for each group. The selection gesture
of the green set has been implicitly built into the corresponding
object manipulations to maintain consistency between groups.
Furthermore, since each gesture was symmetrical along each
axis, only one randomly picked direction was demonstrated.
Example interactions include camera movement to the right
or object rotation around the y-axis. A detailed list is given in
Figure 9, Figure 10, and Figure 11.

We applied the following process for each demonstrated in-
teraction. Firstly, we showed the subject a screenshot of the
initial setup of the target application. For consistency reasons,
we used the same initial setup (see Figure 2) for all interactions
for all groups. Secondly, we showed a video of the presenter
executing the corresponding gesture in front of a blank canvas
as depicted in Figure 8 on the left. We asked The subjects to
write a free form text about what impact the gesture would
have on the initial setup. Thirdly, we demonstrated the same
interaction in front of the target application as shown in Fig-
ure 8 on the right such that the subjects could observe the real

Improving Video Communication CHI 2017, May 6–11, 2017, Denver, CO, USA

5289



Figure 8. After displaying the initial situation (see Figure 2, the subjects were shown a video of the presenter executing a certain gesture (left image).
Subsequent to writing a free form text about their assumption on the outcome, the real outcome was presented in a second video (right image). The green
ray occurs only for object manipulation and helps the subject to perceive the outcome. After the second video, the subjects assessed their anticipation
rate on a seven-point Likert scale. That setup was repeated for all 12 gestures of the underlying gesture set.

effects of the gesture. At this point, we asked the subjects
once again to write a free form text and describe what actu-
ally happened in the target application. Finally, we posed the
most important question: the subjects were asked to assess
how much their predicted outcome matched the real effects.
Therefore, we used a seven-point Likert scale, with 1 being
total coincidence and 7 indicating no coincidence at all. For
simplicity, we will refer to that scale as our anticipation scale.

Subsequent to demonstrating these 12 interactions, the sub-
jects were asked to fill in the User Experience Questionnaire
(UEQ) [21]. For our survey, we used the UEQ from [17],
which contains the dimensions attractiveness, perspicuity, ef-
ficiency, dependability, stimulation, and novelty. The UEQ
relies on a seven-point Likert scale ranging from -3 to +3 with
larger numbers indicating a more positive outcome for the
user experience. As the main goal of this study is to investi-
gate whether the gestures are predictable and understandable,
the dimensions perspicuity (is it easy to get familiar with the
gestures? and dependability (does the system react/work as
intended?) are of special interest in the following analysis.

Results
The survey was completed by 70 participants, 41 female and
29 male. The average age of the subjects was 24.3 years
(SD = 5.48). Most participants were students or employees.
About half of the participants had no prior experience with the
Microsoft Kinect (n = 36), 15 participants reported to have
seen it before, and 19 persons had already used the Kinect for
playing or developing before. As participants were randomly
assigned to one of the three experimental groups, the number
of participants in each group differs slightly with n = 23 in
the green set, n = 22 in the red set, and n = 25 in the blue set.
However, the groups did not differ significantly regarding age
or gender distribution or prior Kinect experiences and, thus,
are comparable.

To test our main hypothesis, we focus on the evaluation of the
anticipation scale. Keep in mind that lower values indicate
higher anticipation, i.e., 1 stands for total coincidence. The

average outcomes for the green set (M = 2.99, SD = 1.09) and
the blue set (M = 3.28, SD = .71) are within the positive scope.

The mean values of the dimensions perspicuity and depend-
ability of the UEQ confirm that outcome as they are above zero
(on a scale ranging from -3 to +3) for the green set (perspicu-
ity: M = 1.18, SD = 1.02; dependability: M = .40, SD = .66)
and blue set (perspicuity: M = .56, SD = 1.17; dependabil-
ity: M = .30, SD = .63). In contrast, our red set is within
the negative scope regarding its anticipation score (M = 4.00,
SD = .86) with the UEQ dimensions confirming that tendency
(perspicuity: M = .05, SD = 1.54; dependability: M = -.41,
SD = .70).

Comparing the anticipation scores among the three experimen-
tal groups using a one-way ANOVA leads to the conclusion
that the sets significantly differ with regard to the provided
anticipation level (F (2, 67) = 7.53, p = .001). A detailed
comparison using post hoc Bonferroni tests shows that this
difference is due to a significant difference of the anticipation
score of the red set compared to the green set (p = .001) and
the blue set (p = .023), whereas the green and the blue sets do
not differ significantly (p = .811). Hence, the red set shows
a significantly worse anticipation rate than the other two sets.
An ANOVA comparing the scores of the perspicuity and the
dependability dimensions shows a similar outcome: there is
a significant difference between the three sets regarding per-
spicuity (F (2, 67) = 4.65, p = .013) and dependability (F (2,
67) = 10.02, p < .001). Post hoc tests show that perspicu-
ity differs significantly between the green set and the red set
(p = .010), but not between the other sets. Dependability, on
the other hand, differs significantly between the red set and
the green set (p < .001) as well as between the red set and the
blue set (p = .001).

Figure 9, Figure 10, and Figure 11 show detailed outcomes for
each gesture for each set. All three sets contain positive and
negative peaks, i.e., certain gestures that led either to a high
level of anticipation, or to no or rather faulty anticipation.

Improving Video Communication CHI 2017, May 6–11, 2017, Denver, CO, USA

5290



Figure 9. Mean values and standard deviation for the green set with regard to our anticipation scale. The order of interactions is encoded on the
horizontal axis from left to right and was randomly chosen for each set, yet remained consistent for all subjects within that group. Refer to Figure 2 for
the orientation of the axes.

Figure 10. Mean values and standard deviation for the red set with regard to our anticipation scale. The order of interactions is encoded on the
horizontal axis from left to right and was randomly chosen for each set, yet remained consistent for all subjects within that group. Refer to Figure 2 for
the orientation of the axes.

Figure 11. Mean values and standard deviation for the blue set with regard to our anticipation scale. The order of interactions is encoded on the
horizontal axis from left to right and was randomly chosen for each set, yet remained consistent for all subjects within that group. Refer to Figure 2 for
the orientation of the axes.
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DISCUSSION
Our anticipation hypothesis holds for two of the three gesture
sets. Hence, relying on gestures for 3D interaction tasks might
be a valid option to enhance the presentation. In particular,
certain gestures render the upcoming interaction predictable,
which, in turn, could improve the process of transporting
messages to the audience.

The blue set offered three interactions with an average antici-
pation rate below 2 (remember that 1 stands for total coinci-
dence): moving the camera forward (weight shift toward the
application), moving the camera sideward (weight shift to the
appropriate leg), and pulling the object to oneself (grabbing
with the left hand, pulling with the lasso). In particular, the
weight shift seems to be robust in terms of possible misinterpre-
tations. Hence, our future gesture sets might rely even more
on intuitive full body movements instead of hand gestures.
However, shifting the weight comes with the disadvantage
of being more exhausting, which, in combination with con-
stantly speaking, might make the job as a presenter even more
stressful.

The minimalist, red set often leads to completely wrong as-
sumptions of the triggered effect. The fact that different arms
lead to different interactions despite executing the same ges-
ture seems to be hard to grasp. This result suggests that further
gestures should be as distinct as possible and provide analog
behavior for both arms.

Surprisingly, for all three sets, we did not observe any learning
effects over time. However, the main reason might also be
the small number of iterations, since each gesture was shown
only once and similarities across different axes did not pay
off within the survey. As an example, the object rotation of
the red set can be considered. After observing object rota-
tions on the x- and the z-axis, the subjects completely failed
to anticipate the third rotation (z-axis): the anticipation rate
was worse even compared to the first rotation. Other examples
where the third interaction of the same kind was anticipated to
be at least slightly worse than its predecessors include object
rotation (green and red sets), object movement (green and
blue sets), and camera movement (red set). Only the anticipa-
tion of camera rotation improved in all three sets in its third
occurrence.

Hence, we conclude that taking the green and blue sets and fix-
ing the negative peaks might further improve the anticipation
rate. Furthermore, our survey required a certain commitment
with regard to the audience. Firstly, each subject was exposed
to the same angle of vision. This is usually not the case in a
presentation and might have a heavy impact on how much of
the actual gesture is being perceived. Second, the presenter
was seen from behind in order to naturally interact with the
content on the projection and have the same orientation toward
the content as the audience. A number of presenters, however,
would prefer to not turn their back to the audience. In that
case, certain issues with the directions will occur, even if the
presenter does not have to look over same shoulder and uses
a dedicated monitor in front of same. In particular, the axis
pointing into the scene (moving backward and forward) will

always have a different spatial orientation for the audience and
the presenter.

CONCLUSION AND FUTURE WORK
The goal of our paper is to improve and shape the future
of 3D content presentations. We investigated gesture-based
interaction from the point of view of an audience based on the
planetarium example. Certainly, our research question is also
transferable to many other 3D content presentation contexts.
We established the hypothesis that such an input method for
the presenter is able to enhance the overall anticipation rate
of the audience. To prove the hypothesis, we first conducted
a Wizard of Oz experiment to gather input from a potential
audience in order to craft three distinct gesture sets. Finally,
an online survey was executed. The results show that two of
the three gesture sets have a rather positive outcome regarding
the anticipation scale. The poorly comprehended set indicates
that the audience benefits from easily distinguishable gestures
and pays less attention to whether a gesture is executed by the
left or right arm.

The next step toward helping the audience anticipate the inter-
action would be to carefully analyze each positive and negative
peak of the three sets and craft an optimal set for our target
application. Once completed, several additional variables have
to be introduced. The same survey could be executed offline
rather than online, simulating a real audience in order to con-
verge toward the real-world example. Hence, factors such as
the point of view, the auditorium layout, partial occlusions, and
distance to the presenter might have a significant impact on the
usefulness of the gestures. Such adaptations of our research
will significantly enhance presentations for large audiences as
they will better understand the transported message.

Another direction for further research is to explicitly study the
learning curve of the audience. In our setup, the subjects were
exposed to each gesture three times, each time on a different
axis. A real presentation would, however, contain each gesture
multiple times and, thus, the aspect of how easily a gesture
can be learned might play an even more important role than
the initial anticipation.
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