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Figure 1: A study setup for remote collaboration between a remote expert (1a) and a local worker (1f) using four combinations
of visual cues: hand only (1b), hand + sketch (1c), hand + pointer (1d), and hand + sketch + pointer (1e).

ABSTRACT
Many researchers have studied various visual communica-
tion cues (e.g. pointer, sketching, and hand gesture) in Mixed
Reality remote collaboration systems for real-world tasks.
However, the effect of combining them has not been so well
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explored. We studied the effect of these cues in four com-
binations: hand only, hand + pointer, hand + sketch, and
hand + pointer + sketch, with three problem tasks: Lego,
Tangram, and Origami. The study results showed that the
participants completed the task significantly faster and felt
a significantly higher level of usability when the sketch cue
is added to the hand gesture cue, but not with adding the
pointer cue. Participants also preferred the combinations
including hand and sketch cues over the other combinations.
However, using additional cues (pointer or sketch) increased
the perceived mental effort and did not improve the feeling
of co-presence. We discuss the implications of these results
and future research directions.

CCS CONCEPTS
• Human-centered computing → Collaborative interac-
tion;Mixed / augmented reality; User studies.
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1 INTRODUCTION
Compared to co-located collaboration, remote collaboration
is more difficult as collaborators are not in the same place
[18]. Technology for remote collaboration has been studied
for decades to reduce this difficulty [15] by improving user
interfaces for better sharing the local task space [45] and
supporting better communication between collaborators [10].
In this paper, we mainly focus on the user interface for better
communication between collaborators.

In a typical remote collaboration study with a real-world
physical task (e.g. fixing a car or making a Lego model),
there are two main participants: a local user in the task
space and a remote collaborator [10, 26–28]. While the local
user directly performs activities in the local task space, the
remote collaborator could use technology (such as video
conferencing) to see a view of the task space and use visual
cues to aid communication. Typical visual communication
cues are pointers [29, 35, 42], sketches [12, 13, 26–28], and
hands [1, 20, 32, 44], and many researchers have explored
the effect of these cues individually in remote collaboration
studies.

However, to the best of our knowledge, there is no previ-
ous study investigating the effect of combining the common
visual cues (i.e. pointer, sketching and hand gestures) to-
gether in Mixed Reality (MR) remote collaboration. In this
paper, we explore and compare four different combinations:
1) hand only, 2) hand + pointer, 3) hand + sketch, and 4) hand
+ pointer + sketch - a 2 x 2 factorial design study where the
hand gesture cue is the baseline condition with two inde-
pendent variables (Pointer and Sketch) with each variable
having two levels (On or Off).

This research makes the following novel contributions:
(1) Design and implementation of a prototype MR system

supporting both local and remote collaborators wear-
ing a head mounted display (HMD) and using combi-
nation of visual cues including the pointer, sketch, and
virtual hand.

(2) Comparing four combinations of the typical visual
communication cues (virtual pointer, sketch, and hand

representation) with three physical tasks (Lego blocks,
Tangram puzzle, and Origami) in MR remote collabo-
ration.

(3) Measuring the effect of the combinations of visual cues
on the co-presence and required mental effort

2 RELATEDWORK
Many researchers have investigated the use of visual com-
munication cues in remote collaboration on spatial tasks. In
this section, we describe previous studies according to the
type of visual cues (pointer, sketch, and hand gesture) used.

The Pointer Cue Using a pointer is a quick and precise
way to indicate an object of interest. For example, Gesture-
Cam [35] used a pointer in a desktop remote collaboration
setup. It allowed a remote user to control a laser pointer in
the local task space, so the local user knew which object the
remote user was referring to. Sakata et al. [42] put the laser
pointer and camera on the local user’s shoulder, so the re-
mote user could have an independent view of the task space
and point with the laser pointer. Fussell et al. [10] overlaid a
virtual pointer on a shared live video with a desktop mon-
itor, and Kim et al. extended it with a tablet interface [29].
Later, Kim et al. [27] compared the pointer and sketch cues
and found that the pointer was more precise and quicker to
provide a simple pointing information for positioning and
selecting objects.
Prior work showed using a pointer can increase users’

co-presence by encouraging a remote user to be active in
collaboration [27]. Moreover, pointer cues also have been
used for displaying collaborators’ gaze in the shared task
space, so the other user could know where the collaborator
was looking at and increase the level of co-presence. Gupta
et al. [16] developed a system sharing the local user’s gaze
pointer and remote user’s mouse pointer and found both
pointer cues increased participants’ feeling of co-presence.
Higuchi et al. [19] compared using hand gestures alone and
hand gesture + remote user’s gaze pointer together and found
that adding the gaze pointer helped participants to better
understand each other. Lee et al. [39] investigated the effect
of sharing both local and remote users’ gaze pointers and
found that the gaze pointer increased both usersâĂŹ feeling
of co-presence and the level of awareness of where the users
were looking at.

The Sketch Cue Sketch cues have been shown to be ef-
fective for presenting spatial information for manipulating
objects [25]. Fussell et al. [10] and Kim et al. [29, 30] com-
pared pointer and sketch cues and found that participants
completed tasks quicker using the sketch cue than with the
pointer cue. One important feature of the sketch cue is perma-
nence, with the sketches remaining where they were drawn
[25, 27] showing lines or object shapes, while information
from the pointer cue is ephemeral.
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Early systems often had a fixed camera view to avoid
sketches losing the reference frame (e.g. if the view changes,
a sketch of an arrow may no longer point at the same object).
For example, Tang et al. [47] developed ‘Videodraw’ sharing
a task space with a top-down fixed camera and projecting
it on the other end. Ishii et al. [22] developed ‘ClearBoard’
sharing a synchronized screen view with sketches. Fussell
et al. [10] used a fixed camera on a tripod with sketches
overlaid on the video.

UsingAugmented Reality (AR) tracking techniques, sketches
can remain where they are drawn, even when the view
changes. For example, Kato and Billinghurst [24] stabilized
the user sketches with marker-based tracking that deter-
mined the real-world position of the remotely added sketches.
Fakourfar et al. [6] used marker-based tracking with a tablet,
while Kim et al. [25, 27, 28] and Gauglitz et al. [13] employed
SLAM (Simultaneous Localization and Mapping) tracking to
stabilize and fix the user sketches to the real-world space.
In previous studies, there were two interesting results

about sketch cues. First, participants preferred sketches to be
automatically erased after a while when it is drawn because
old sketches cluttered the view of the scene as they became
no longer relevant [10, 29]. Second, the sketch cue increased
the feeling of co-presence between local and remote users
as it clearly showed remote user’s explanation [27].

The Hand Gesture Cue Hand gestures can express di-
verse information [31] such as pointing, shapes, and even
social cues such as appreciation (e.g. thumbs up) [14, 31]
and emotion (e.g. making a heart shape with the hand ges-
ture) [8]. Goldin-meadow [14] mentioned that hand gestures
are often used with speech to provide spatial information
such as pointing at an object or guiding listeners to focus
on a specific area or an object. Researchers found that using
hand gesture cues in remote collaboration helped to com-
plete the task faster than without it [32, 33] as it supported
easy explanation of object manipulation with pointing and
hand shapes, and by showing the required hand movement.
The hand gesture cue also increases the users’ co-presence
[21, 32, 34] as it showed the other user’s hand motions.

Tasks Visual communication cues may have different ef-
fects according to the task [25–27]. Prior user studies with
multiple tasks [6, 19] showed different effects of using visual
communication cues. For example, for Origami task which
requires 2D information on how to fold a paper, a sketch cue
was a good way to show a folding line [6]. However, it was
difficult to use sketches to describe how to insert an object
at a certain depth in a car repair task [48].
The most relevant work is Chen’s study [4] which com-

pared a combination of hand gestures and sketch cues to a
video only condition (no additional visual cues) and Higuch’s
study [19] that compared a hand gesture condition to a hand
gesture + gaze pointer condition. However, there are several

differences between their studies and ours. First, we investi-
gate the combinations of three typical visual communication
cues while they explored the effect of combining two visual
cues. Second, in Chen’s system [4], the hand capture area
and display monitor were not in line with the remote user’s
perspective, while they are in our system. Third, Higuch
et al. used a desktop monitor for remote user’s display and
studied a user gaze pointer, but we use a HMD and a hand
pointer. Most recently, Teo et al. [48] used the three cues
in a live 360 video-based MR remote collaboration system.
However, their study did not compare the sketch and pointer
cues in different combinations, and also did not look into
social aspects, such as co-presence.

Overall, the three visual communication cues have differ-
ent strengths in sharing spatial information and all three cues
have been shown to improve the user’s feeling of co-presence.
However, no prior work further investigated different combi-
nations of these cues. Based on the findings from prior work,
we suggest the following five hypotheses:

• H1 Using more visual communication cues in combi-
nation results in faster task completion time.

• H2 Using more visual communication cues in combi-
nation results in better usability.

• H3 Having more visual communication cues in combi-
nation leads users to have higher feeling of co-presence.

• H4Usingmore visual communication cues in combina-
tion reduces the mental effort for remote collaboration.

• H5 The effect of using the combinations of three visual
communication cues (hand, sketch, and pointer) would
show different trends according to the type of task.

Apart from the visual cues, several researchers have also
studied providing an independent view to the remote user
[9, 11, 13, 21, 23, 26, 38, 41, 46] and different types of hand
gesture cues (virtual hand, 2D hands, and 3D hands) [21, 33].
Moreover, Kim et al. [26] compared two collaboration styles:
mutual and remote expert collaborations. In a mutual col-
laboration, both the local and remote users do not have a
solution for the task, so they need to discuss ideas together to
find a solution [26–28, 39]. In a remote expert collaboration,
a remote expert has the solution for the task and provides
instruction to the local worker [10, 13, 20, 21]. In this pa-
per, our system uses dependent view configuration which is
known for its benefit of shared focus in remote expert style
of collaboration.

3 METHODOLOGY
To investigate the use of combinations of visual communica-
tion cues, we developed a prototypeMR remote collaboration
system and conducted a user study with four combinations
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of visual communications cues used for three types of physi-
cal task in remote expert collaboration. In this section, we
describe the prototype system and the user study design.

Prototype System
Devices. The prototype system setup includes two sides:
a local worker side and a remote expert side (see Figure
1). Each side has a computer and they are connected to a
local area network with Ethernet cable. The local worker
uses a Meta2 [40] AR HMD connected to a PC (Intel Core
i7-7700K 4.2GHz quad core CPU, 16 GB RAM, and NVIDIA
GeForce GTX 1070 graphics card) (See Figure 1e). Meta2 is
an optical see-through display with 90-degree field of view
(FOV) and supports 2550 x 1440 resolution at 60 frames per
second (fps). Meta2 supports SLAM visual tracking, so it can
display virtual objects fixed at a position in the real-world
even when the user is moving [27]. It also supports mesh
reconstruction of the real-world, so a user can place virtual
objects on the surface of it with the help of the ray casting
method.
The remote expert wears a FOVE Virtual Reality (VR)

HMD [7] with a Leap Motion hand tracker [37] attached to
the front (See Figure 1a). Both of the devices are connected
to another PC with the same specification as the one on the
local worker side. The FOVE display has a 100-degree FOV
with a resolution of 2560 x 1440 at 70 fps. The Leap Motion
tracks hand at 0.7 mm accuracy [49].

User Interface.We implemented the software for AR and
VR user interfaces with the Unity game engine (v2017.3.0f3).
The local worker shares live video of his/her task environ-
ment including hand activities (i.e. hand gesture and object
manipulation), while the remote expert can watch the shared
lived video and share back the following visual cues:

• Virtual Hands: The remote expert’s hand gestures in
front of the FOVE is captured with the Leap Motion
sensor then shared with the local worker by displaying
virtual hands overlaid into the shared live video.

• Pointer: The remote expert can place a virtual pointer
in the real-world by making a pointing gesture (see
Figure 2a).

• Sketch: The remote expert can sketch in the real-
world with a sketching gesture, lifting the thumbwhile
pointing (see Figure 2b).

Figure 2: Finger pose to place a pointer (2a) and sketch (2b)

Since our study focuses on the visual communication cue,
we did not implement independent view for the remote user.
The remote expert is provided with the same view as the
local worker, and this is commonly used in prior works [6,
16, 27, 28, 30, 39] for remote expert style collaboration.

The Leap Motion captures real time hand gesture with
an infrared camera and the video frame of it is copied and
transferred to the local worker side. The transferred hand
frame is used to represent remote expert’s hand gesture as
a live animated 3D virtual hands and the Meta2 shows it
in the real-world scene (see Figure 1). The AR scene is not
only displayed on the Meta2 for the local worker but also
captured and transferred back to the remote expert side and
displayed in FOVE, so that the remote expert sees the same
live video view of what the local worker sees including the
virtual hands. The live video feed is updated in real time at
about 20 fps in 1280 x 720 resolution. The 3D virtual hands
are drawn semi-transparent to prevent them from occluding
the task space.
Implementing the system in this way (i.e. sharing the

composited AR video) has a benefit of not needing to syn-
chronize all the data shared between the local and remote
users as the shared live video already includes the virtual
cues. On the other hand, if the virtual cues (including the
virtual hands) are rendered and overlaid into the real-world
scene on each side of the system, further calibration is nec-
essary to synchronize the position and size of virtual cues
appearing correctly in the real-world scene. Moreover, we
note that the implementation is practical as the two sides
are connected only through a local area network rather than
connecting a remote expert’s device to the local worker’s PC
(e.g. in our system, the Leap Motion capturing the remote
expert’s hands is connected to remote expert’s PC, not to the
local worker’s PC).

In addition to sharing hand gestures, the remote expert can
also use the pointer and/or sketch cues. To make it easy to
transition from using the hand gestures to using the pointer
or sketch cues, we used common hand gestures (see Figure
2). To use the pointer, users can simply point with an index
finger, and to sketch, users simply have to lift their thumb
while pointing.

While the virtual hands are visualized in the air and posi-
tioned relatively to the HMD, the pointers and sketches are
projected onto the reconstructed surface of the real-world.
To implement this, our system tracks the index fingertip
and uses a ray casting method. The system casts a ray start-
ing from the Meta2’s ‘Composite Camera’ position towards
the index fingertip (based on the transferred hand tracking
frame from the Leap Motion on the FOVE HMD connected
the remote expert’s PC) to find the collision point with the
reconstructed surface. The collision point is used for both po-
sitioning the pointer and drawing a sketch. With the SLAM

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 173 Page 4



visual tracking on Meta2, the sketch is shown in a world sta-
bilized manner as in prior work [13, 27, 28]. We used a virtual
sphere to visualize the pointer and implemented the sketch
function based on the Leap Motion’s ‘PinchDrawDemo’ [36]
sample code. Based on prior work [10, 27, 29], we made the
sketches to disappear after one second from when it was
drawn. To show the linkage between the index fingertip and
the visual cues (pointer and sketches), we visualized a ray in
semi-transparent green color (see Figure 1c and 1d).
To implement the real-world surface reconstruction, we

used the reconstruction example from the Meta2 Unity pack-
age and integrated it into our prototype. Since the recon-
structed surface is needed for positioning the pointer and
drawing the sketches, the system needs to perform recon-
struction before using the pointer or sketch cues.

User Study Design
Using the prototype system, we conducted a user study to
compare different combinations of visual communication
cues. We selected four combinations of pointer and sketch
cues (as listed in section 1) with the baseline of showing only
the virtual hand. This choice was made following the recent
trend of new HMDs (such as Microsoft HoloLens, Meta2,
and Magic Leap One) supporting hand gesture interaction
by default. Moreover, if excluding the hand gesture while
using pointer or sketch, it will require another input method,
such as a handheld controller, which could be a confounding
factor of different input methods used between conditions.
Thus, the study was in a 2x2 factorial within subject design,
with the two independent variables being the pointer and
sketch cues added on top of the virtual hand cue. This formed
the four conditions in the study as following:

• Hands Only (HO): The remote expert’s hand gesture
is shared with the local worker as virtual hands in the
shared live video.

• Hands + Pointer (HP): In addition to the hand ges-
ture, the remote expert can place a virtual pointer in
the real-world by making a pointing gesture (see Fig-
ure 2a).

• Hands + Sketch (HS): In addition to the hand gesture,
the remote expert can sketch in the real-world view
with a sketching gesture (see Figure 2b).

• Hands + Pointer + Sketch (HPS): The remote ex-
pert can use all of visual cues including hand gesture,
pointing, and sketch.

Procedure & Data Collection.We recruited participants in
pairs and each pair had two rounds of an experiment by
swapping their roles between a remote expert and a local
worker.

The user study started with a pair of participants filling
out a demographic questionnaire asking gender, age, and

Figure 3: Tasks: Lego, Tangram, and Origami.

the level of familiarity with video conferencing and hand
gesture interaction. Next, we randomly assigned the role of
the local worker and the remote expert to each participant,
and the researcher explained the three experimental tasks
(see Figure 3) and demonstrated how the systemworks. Then
they tried a set of three sample tasks while collaborating face-
to-face. This face-to-face collaboration was to ensure that the
participants understood the tasks before the experimental
trials.

After practicing in face-to-face, the remote expert sat on a
chair wearing the FOVE HMD (see Figure 1a) and the local
worker stood in front of another desk wearing the Meta2
HMD (see Figure 1e). The two participants were back to back
in the same room, so they were able to talk but could not see
each other, similar to the set-ups used in prior work [29, 30].
There were four different conditions. Each condition in-

cluded practice of using the interface given in the condition,
getting acquainted with the task, performing collaborative
task, and answering a questionnaire. During practice, the pair
had time to become familiar with the given interface. Next,
the participant playing the remote expert got acquainted
with the task, learning the solution by completing the task
by him/herself using instruction papers. This step was for let-
ting the remote expert become familiar with the task enough
to give instructions to the local worker. The Lego instruc-
tion included three pictures showing the assembly steps, and
the Tangram task instruction showed a completed model
with clearly marked border lines between pieces (see Figure
3b). The Origami instruction showed red dotted lines with
numbers indicating the folding order (see Figure 3c).

After practicing with the interface in the given condition,
the participants completed the three tasks given in random
order. To help the remote expert remember the instructions,
the instructions (the same as given in the acquaintance step)
was also displayed at the top of the remote expert’s view in
HMD. After completing each task, both participants filled
out a SUS [3] questionnaire, this was to see how the user’s
perceived usability under different tasks. After finishing all
three tasks they also answered to a SMEQ [51, 52] and a co-
presence questionnaire [17] for overall experience regardless
of the task. They repeated this procedure in each of the four
conditions, and the order of the conditions was counter bal-
anced using a balanced Latin-square design. After finishing
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all four conditions, participant ranked the conditions accord-
ing to their preference and answered to four open questions
asking the reason for the ranking and their opinions about
the four combinations they used.
After answering the ranking questionnaire, participants

changed their role and repeated the experimental procedure
with another round of four conditions as described above.
The study took about two hours for each pair of participants.

In addition to the subjective measures, we collected objec-
tive data from screen video recordings, system log data, and
observation.

Task. Participants tried each condition with three tasks:
assembling Lego, Tangram, and Origami (see Figure 3). The
Lego task was to make a model using eight blocks in various
size and colors (three 2x4, three 1x4, and two 2x2 in red,
yellow, blue, and green). The blocks are comparatively small
as the size of a 2x2 block is about 16 mm x 16 mm with
8.6 mm height. The Tangram task was to make a shape by
arranging eight pieces of black cardboard, without any piece
overlapping with another. The size of Tangram pieces was
comparatively large as the long edge of the smallest triangle
piece was 77mm. The Origami task was to fold an A4 size
paper for four times to form a given shape. A 5 x 6 grid of lines
was printed on the paper to help participants communicate
where the paper should be folded.

The main reason we prepared these three tasks was to
cover wide range of tasks, as conclusions based on the re-
sults from a single task can be biased by the task characteris-
tics. The three tasks were chosen based on previous studies
(Origami [6], Tangram [6, 27, 39], and Lego [6, 16]). With
the three tasks, our study can cover different sizes of ob-
jects to manipulate (between small Lego blocks and large
Tangram pieces) and different types of spatial information
required (pointing and selecting an object, describing shapes
of objects, and describing specific lines for folding paper).

Since the study included a face-to-face collaboration and
two rounds (with different role allocation) of four experimen-
tal conditions, we prepared nine sets of three tasks and bal-
anced the level of difficulty between the sets by constraining
each set to include the same number of object manipulations.

Participants.We recruited 16 participants (in pairs) from
our university staff and students, and conducted 16 rounds
of the user study (by swapping the roles of participants as
a local worker and a remote expert). There were 11 males
and 5 females with their ages ranging from 22 to 37 years
old (M=28.4; SD=4.9). Participants expressed their moderate
level of familiarity with VR/AR, hand gesture interaction, and
video conferencing system, by rating on a seven-point rating
scale (1 = Novice, 7 = Expert) which resulted on average 5.2
(SD=1.9), 4.3 (SD=2.1), and 4.9 (SD=1.9), respectively.

4 RESULTS
In this section, we report the results of task completion time
(relating to hypothesis H1), usability (H2), and co-presence
(H3), and mental effort (H4). We compared each measure be-
tween the four conditions with all three tasks aggregated. In
addition, to further investigate how the results vary depend-
ing on the task (H5), we also analyzed the task completion
time and usability data in each task. This helps us understand
how the visual cues affect task performance and usability
differently under each type of task, in addition to giving a
general perspective on how the visual cues affect co-presence
and level of required mental effort. Moreover, we also split
the results in roles of the participants where relevant, but
neither the role nor the task was treated as an independent
variable in the analysis of the results as our main focus was
investigating the effect of visual communication cues rather
than exploring the effect of the task or the participant’s role
(e.g. comparing completion time of different type of tasks is
not meaningful).
To analyze the results, we used two-way repeated mea-

sures ANOVA (α = .05) with the Pointer cue and the Sketch
cue being the two factors, each with two levels (On or Off).
In case the data is in ordinal scale (e.g. subjective rating or
ranking results), we applied Aligned Rank Transform (ART)
as proposed by Wobbrock et al. [50].

The main results are summarized as:

• In general, participants preferred the conditions with
the sketch cue among the four conditions.

• Adding the pointer cue did not have any significant
effect on the remote collaboration tasks.

• Adding the sketch cue significantly improved the per-
formance (task completion time and usability) in gen-
eral, but not in certain task, such as Lego, which in-
volved manipulating small-size objects.

• Neither the sketch nor the pointer cues had significant
effect on participant’s feeling of co-presence

• There was higher demand of mental effort when using
the sketch and/or pointer cue(s) together with the hand
gesture cue.

Task Completion Time
First, we analyzed the results of the total task completion
time (aggregating all three tasks) as summarized in Figure 4.
Adding the sketch cue to the hand gesture cue enabled

users to complete tasks significantly faster than without
having it (F (1,15)= 8.452, p=.010, ηp2=.332), but adding the
pointer cue to the hand gesture cue did not (F (1,15)=0.654,
p=.430). Descriptive statistics showed that the participants
took about 9% less time on average to complete all the tasks
when using the sketch cue (with: M=260.9 seconds, SE=11.5;
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Figure 4: Average of the total task completion time in sec-
onds (x: mean; S and P: significant effect of the sketch and
pointer cues, respectively)

without: M=288.6 seconds, SE=11.1). No significant interac-
tion effect was found between the pointer and sketch cues
(F (1,15)= 0.529, p=.477).

For further investigation, we analyzed the effect of visual
cues with the data from each task (see Figure 5). For the Lego
task, there was no significant main effect of the sketch cue
(F (1, 15)=.179, p=.678) nor the pointer cue (F (1, 15)=3.231,
p=.090). There was no significant interaction effect between
the pointer and sketch cues (F (1,15)=1.695, p=.210).

However, with the Tangram task, participants completed
the task significantly faster with added sketch cue (F (1,15)=
7.667, p=.013, ηp2 =.306), but not with the added pointer cue
(F (1,15)=1.251, p=.279). Descriptive statics showed that they
completed the Tangram task about 12% faster when using the
sketch cue (with:M=108.2 seconds, SE=5.4; without:M=122.7
seconds, SE=5.1). No significant interaction effect was found
between the two cues (F (1,15)=0.822, p=.377).
The Origami task also showed similar results where the

sketch cue had a significant main effect on average task
completion time (F (1,15)= 12.019, p=.003, ηp2= .415), but the
pointer cue did not (F (1,15)=2.351, p=.144). On average, par-
ticipants completed the Origami about 17% faster with addi-
tional sketch cue (M=62.2 seconds, SE=5.1) than without it
(M=74 seconds, SE=3.2). There was no significant interaction
between the two cues (F (1,15)= 0.571, p=.482).
In summary, adding the sketch cue to the hand gesture

cue helped participants complete the task faster than using

Figure 5: Average task completion time in seconds for Lego
(left), Tangram (center), and Origami tasks (right) (x: mean;
S and P: significant effect of the sketch and pointer cues, re-
spectively)

hand gestures only, but adding the pointer cue to the hand
gesture did not. The effect of the sketch cue was prominent
with the Tangram and Origami tasks, but not with the Lego
task.

Usability
Since the user interfaces were different according to the
roles, we analyzed the results of the SUS questionnaire [3]
separately for each role (see Figure 6). With taking average
of all three tasks, the remote experts rated an average of 75.3,
75.2, 79.4, and 81.1 (SD: 14.1, 19.6, 15.7, and 14.6) for HO, HP,
HS, and HPS conditions respectively, and these scores are in
the range of ‘Good’ and acceptable usability [2]. The local
workers rated 76.2, 78.5, 83.1, and 81.2 (SD: 10.7, 11.6, 12.4,
and 11.1) for HO, HP, HS, and HPS conditions, and these
scores are also in the range of ‘Good’ and acceptable.

First, we analyzed the average of the ratings from all three
tasks. The remote expert felt higher level of usability when
using the additional sketch cue than when without using it
(F (1,15)=4.44, p=.05, ηp2=.207), but they did not feel a signif-
icant effect when using the pointer cue with the hand ges-
ture cue (F (1,15)=0.109, p=.745). No significant interaction
was found between pointer and sketch cues (F (1,15)=0.762,
p=.395). The local worker also felt higher level of usability
when the sketch cue is added (F (1,15)=4.689, p=.045, ηp2=
.216). However, they did not feel a significant effect of the
pointer (F (1,15)=0.053, p=.820). There was no significant in-
teraction between the two cues (F (1,15)=0.233, p=.636).

For further investigation, we analyzed the usability ratings
by each task. Figure 7 shows the SUS rating results of the
remote experts for each task. In the Lego task, adding sketch
cue or pointer cue to the hand gesture cue did not show sig-
nificant effect on the usability (sketch: F (1,15) =0.564, p=.463;
pointer: F (1,15)= 3.035, p=.100). There was no significant
interaction between the sketch and pointer cues (F (1,15)=
0.154, p= 699).

However, with the Tangram task, participants felt a higher
usabilitywith the sketch cue (F (1,15)=6.198, p=.023,ηp2=.267),
but not with the pointer (F (1,15)= 0.02, p=.889). No significant

Figure 6: Average of the SUS ratings by remote experts and
local workers (x: mean; 0: lowest usability ∼ 100: highest us-
ability; S and P: significant effect of the sketch and pointer
cues, respectively)
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Figure 7: SUS rating results of remote experts for each task
(x: mean; 0: lowest usability ∼ 100: highest usability; S and
P: significant effect of the sketch and pointer cues, respec-
tively)

interaction was found between the two cues (F (1,15)=0.248,
p= .625). Similar results were found with the Origami task
where participants felt a significantly higher level of us-
ability when using the sketch cue (F (1,15)= 4.718, p=.044,
ηp

2=.217) but not with the pointer cue (F (1,15)=3.078, p=.100).
There was no significant interaction between the two cues
(F (1,15)=1.400, p=.253).

We also analyzed the local worker’s ratings of the SUS
questionnaire for each task as shown in Figure 8.

When assembling a Lego model, the local worker did not
feel a significant effect of the pointer (F (1,15)=3.619, p=.074),
or the sketch cue (F (1,15)=0.038, p=.847). No significant in-
teraction was found (F (1,15)=.004, p=.953).
With the Tangram task, the local worker felt there was a

significantly higher level of usability with added sketch cue
than without it (F (1,15)=10.630, p=.005, ηp2=.385), but not
with the added pointer cue (F (1,15)=.985, p=.335). There was
no significant interaction between two cues (F (1,15)=.840,
p=.372).

Similarly, with the Origami task, the local worker felt there
was a significantly higher level of usability with the addi-
tional sketch cue (F (1,15)=4.680, p=.045, ηp2=.216), but there
was no significant effect of the pointer cue (F (1,15)=1.717,
p=.208). No significant interaction was found between the
sketch and pointer cues (F (1,15)=2.230, p=.154)
Overall, adding the sketch cue to the hand gesture cue

helped the participant to feel a higher level of usability, but

Figure 8: SUS rating results of local workers for each task
(x: mean; 0: lowest usability ∼ 100: highest usability; S and
P: significant effect of the sketch and pointer cues, respec-
tively)

Figure 9: The co-presence rating results for each condition
(x: mean; 0: lowest ∼ 42: highest co-presence; S, P, and R: sig-
nificant effect of the sketch, pointer, and participant’s role,
respectively)

adding the pointer cue did not. While this finding was com-
mon between the Tangram and Origami tasks, with the Lego
task, there was no significant effect by the sketch cue.

Co-Presence
Figure 9 shows participants’ ratings on the level of co-presence
they felt for each condition. Adding sketch or pointer cues
to the hand gesture cue did not show any significant ef-
fect on the remote experts’ feeling of co-presence (sketch:
F (1,15)=.270, p=.610; pointer: F (1,15)=.225, p=.641), and there
was no significant interaction between the two cues (F (1,15)=
.625, p=.440). The local worker’s ratings also did not show
any significant effect (sketch: F (1,15)=2.908, p=.106; pointer:
F (1,15)=1.717, p=.208) nor significant interaction between
the two cues (F (1,15)=2.230, p=.154)

We compared the ratings between the participants’ role of
remote expert and local worker with aWilcoxon Signed Rank
Test (see right of the Figure 9), and found that the participants
felt higher level of co-presence in the local worker role than
in the remote expert role (Z=-2.396, p=.017, r=.299).

Mental Effort
Figure 10 shows the results of the level of mental effort
participants felt in each condition.

Figure 10: Results of mental effort point (0: lowest ∼ 150:
highest mental effort) for each condition (x: mean; S, P, and
R: significant effect of the sketch, pointer, and participant’s
role, respectively)
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Adding the pointer cue to the hand gesture cue signifi-
cantly increased both the remote expert and local worker’s
feeling of requiredmental effort (remote expert: F (1,15)=16.617,
p<.001,ηp2=.603; local worker: F (1,15)= 11.267, p=.001,ηp2=.437).
Adding the sketch cue also increased the remote expert’s feel-
ing of required mental effort but not for the local worker (re-
mote expert: F (1,15)=11.941, p=.001, ηp2=.447; local worker:
F (1,15)=.810, p=.372). There was no significant interaction be-
tween the cues for either roles (remote expert: F (1,15)=1.242,
p=.270; local worker: F (1,15)= 2.979, p=.090).
We compared the scores between the participant’s role

of remote expert and local worker using a Wilcoxon Signed
Rank Test and found that the participants felt significantly
more mental effort in the remote expert role than in the local
worker role (Z=-4.714, p<.001, r=.589).

Frequency of Using Cues
We analyzed the log data to compare frequency of using
each visual cue, and we found that even when the sketch cue
was available in HS condition, the hand gesture cue was still
dominant visual cue as shown in the table 1.

Table 1: Average frequency of using hand gesture and sketch
cue in the HS condition

Mean (SD)
Lego Tangram Origami

Hand Gesture 18.6 (5.1) 18.3 (5.01) 10.3 (3.59)
Sketch 1.9 (1.18) 5.3 (2.24) 4.8 (1.87)

We compared the frequency of using hand gesture and
sketch cues with a paired t-tests, and found that participants
used the hand gesture cue significantly more than the sketch
cue (Lego: t(15) = 13.467, p <.001, d=3.18; Tangram: t(15) =
8.432, p <.001, d=2.23; Origami: t(15) = 5.307, p <.001, d=1.68)
in HS condition.

Preference
After completing all four conditions, participants ranked
them according to their preference from 1 (best) to 4 (worst).
Table 2 shows the average rank.

Majority of remote experts and local workers chose the
HPS conditions as the best (6 and 7 respectively) and the HO
and HP conditions as the worst (7 and 7). Majority of the
remote experts chose the HS condition as the second best (6)
and the HO and HP conditions as the third best (5). Majority
of the local workers chose the HPS condition as the second
best (6) and the HO condition as the third best (6).
We analyzed the ranking results by a two-way repeated

measures ANOVA (α=.05) with Aligned Rank Transform
(ART) [48]. Results showed that the pointer cue added to the

Table 2: The results of ranking based on participants’ pref-
erence (1:best 4:worst)

Mean (SD)
HO HP HS HPS

Remote
Expert

3.00
(1.15)

2.93
(1.06)

2.12
(1.02)

1.93
(0.93)

Local
Worker

2.88
(1.02)

3.06
(1.06)

2.25
(1.13)

1.81
(0.91)

hand gesture cue did not produce a significant effect on the
remote expert’s nor local worker’s preference (remote expert:
F (1,15)=0.310, p=.586, local worker: F (1,15)=0.212, p=.652).
However, the sketch cue added to the hand gesture cue had a
significant effect on their preference (remote expert: F (1,15)=
6.540, p=.022, ηp2=.304; local worker: F (1,15)= 6.479, p=.022,
ηp

2=.302). There was no significant interaction effect on both
remote experts’ and local workers’ preference (remote expert:
F (1,15)=0.001, p=.977, local worker: F (1,15)= 1.924, p=.520).

Observation and Interview Comments
During the experiment the researcher closely observed par-
ticipants’ behavior and found five interesting themes. First,
the sketch cue was important for solving the issues of misun-
derstandings during collaboration. For example, the remote
expert could correct the local worker’s mistakes by drawing
a shape of the Tangram piece at the right orientation and
by drawing a folding line in the Origami task. However, in
the Lego task it was difficult to correct mistakes by drawing
sketches because the Lego blocks were too small to draw and
sometimes required 3D sketch at certain depth (e.g. when
describing the shape of the block whose right end is on top
of another, but left end is in the air). Some of the comments
from the participants about the sketch cue were“sketch al-
lowed drawings for accuracy and hand for general use", and
“sketch is pretty useful for describing actions that was difficult
by verbal words and could express more details".
Second, the benefit of the additional pointer cue was not

clear. The hand gesture cue could show the same informa-
tion that the pointer cue could convey (e.g. selecting and
positioning an object with a pointer). Participants said, “The
pointer cue was quite similar to the hand experience" and “The
pointer could show position information, but the hand gesture
could provide wider range of options to place a piece".
Third, mapping pointer and sketch cues to hand poses

reduced the use of pure hand gesture. With a certain hand
pose triggering the pointer and sketch cues, the use of hand
gesture was limited. This is especially true with the pointer
cue because the hand pose for triggering a pointer cue was
the same as the pointing hand gesture (see Figure 2a), so the
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local worker could be confused whether the remote expert
is pointing at the tip of the index finger or at the position of
the pointer. One of the related comments from participants
was “the pointer cue was confusing because it showed the index
finger and pointer together".
Fourth, the local workers sometimes had prediction of

the next manipulation based on the characteristics and rules
of the task. For example, assembling a Lego model usually
start from the bottom to the top and the goal model was
usually bilaterally symmetric (at least in our user study tasks).
With these in mind, after assembling a Lego block on the
left side, when the remote expert asked to hold the same
size block as the previous one, the local worker could easily
predict that the next block would be placed on the right side,
symmetrically. In case of a Tangram task, a new piece was
usually bordering with the piece placed in the previous step,
so the local worker could predict that it would be placed next
to the previous piece. With an Origami task, the next folding
manipulation was sometimes symmetric with the previous
one.
Fifth, the collaboration between the remote expert and

the local worker was smooth, clear, and fast when the spa-
tial information from the remote expert was aligned with
the local worker’s prediction. However, there were several
occurrences when they conflicted with each other. In such
cases, the local worker sometimes misunderstood the remote
expert’s messages and made mistakes.

5 DISCUSSION
In this section, we discuss the results and compare them to
prior works. We also suggest a future design of the system.

Discussion on study results In the results, the additional
sketch cue contributed to a faster task completion time and
higher feeling of usability. Sketch cue was able to present
spatial information that was difficult to express only using
the hand gesture cue (such as showing the shape of a target
object at the right position and orientation). However, the
additional pointer cue did not provide as much benefit be-
cause the information that it presented could also be given
by the accompanied hand gesture cue. Thus, our hypotheses
H1 and H2 are supported by the results only for the sketch
cue but not pointer.
The results of perceived mental effort showed that using

additional pointer and sketch cues requiring higher men-
tal effort, so the hypothesis H4 is not supported. Using the
additional pointer cue was confusing on where the remote
worker is actually pointing (either at the tip of the index
finger or at the pointer) and this required extra communi-
cation and collaboration, so it might have demanded more
mental effort. This would be also true on the local worker’s
end as the local worker felt higher demand of mental effort

with using the additional pointer cue. However, the addi-
tional sketch cue demanded higher mental effort only for the
remote expert but not for the local worker. This might be
because of the difficulty of sketching in the air and drawing
sketches onto roughly reconstructed surfaces requiring more
effort.
Another interesting result was on co-presence. Both re-

mote experts and local workers did not feel that the addi-
tional pointer and sketch cues improved co-presence, so the
hypothesis H3 is not supported. This is conflicting to the
results of the previous works which showed increased co-
presence when using a mouse pointer [16, 27] controlled by a
remote expert to give instruction and also when using sketch
cues [27]. We postulate that this conflict is due to the fact
that their systems [16, 27] did not support the hand gesture
cue. Since our system supported sharing hand gestures, the
need for additional pointer and sketch cues were limited.
Moreover, we note that showing virtual hands (part of user’s
body) would have had higher impact on sense of co-presence
than showing artificial pointer and lines that may not have
comparable amount of effect on co-presence.

We also note that the results on co-presence in our study
might be short for comparing it to prior work on gaze pointer
[19, 39]. The pointer cue in our study was for indicating a
point of interest using hands which is voluntary but only
available when use it. However, the gaze pointer is always
available and reveals remote partner’s gaze behavior, i.e.
how he/she is looking around, in addition to indicating a
point of interest. Therefore, results from prior work on gaze
pointers may not be comparable to our result of using a
simple pointing indicator controlled by user’s hand gestures.
The effect of the sketch cue was different depending on

the task it was used for. The sketch cue appeared to be more
useful in the Tangram and Origami tasks than the Lego task,
supporting the hypothesis H5. Since the size of the Lego
block was too small to draw, the effect of the sketch cue was
not prominent. We also postulate that the three-dimensional
structure of Lego may have also limited the use of sketch, as
well.

Our results are similar to those of Fussell et al. [10] which
compared the benefits of using sketch and pointer cues com-
pared to a video only condition. However, they did not inves-
tigate the combination of visual communication cues with a
baseline hand gesture cue, but simply compared the sketch,
pointer, and only video condition. Moreover, our paper in-
vestigates two more factors: co-presence and mental effort,
not explored in Fussell’s study.

Design Suggestions In designing a remote collaboration
system with multiple visual communication cues, we simply
used two hand poses to trigger additional pointer and sketch
cues, rather than using a button press interaction. However,
this may have reduced the effectiveness of using the hand
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gesture cue, as some hand poses were reserved for trigger-
ing other visual cues. Therefore, we suggest not to employ
frequently used hand poses to trigger additional visual cues
when using the hand gesture cue.

Generally, combining various functions into an interface
might increase the complexity. For effective use, the user
should know which function would be good for a certain
task and how to use the function effectively. These capacities
could be achieved by training, so we recommend that the
users would better be trained well when using interfaces
including several functions.

Limitations In remote collaboration study, there are two
important topics: providing a better view to the remote ex-
pert [26, 45] and providing better visual communication
cue(s) between the local and remote users [13, 27]. Our study
did not investigate providing a better view but focused on
providing better visual cues. Moreover, there are two typical
types of remote collaboration: remote expert and mutual
collaborations [26]. The type of remote collaboration in this
study was the remote expert case, and the results might be
different in mutual collaboration.
Accurate reconstruction of the real-world surface is im-

portant for better placement of virtual pointer and sketching
cues. However, we found that with Meta2 the accuracy of the
reconstruction reduces as more objects are reconstructed.
This could lead to an increasing inconsistency in placing
the pointer and sketches on the reconstructed surface. We
minimized this by using a simple empty workspace in the
user study, while this issue should be overcome by using
better quality 3D scanning and future HMDs for practical
use.

One of the main benefits of using a VR HMD is supporting
immersive experiencewith a large FOV. However, our system
had limited support for immersive experience with a VR
HMD (FOVE) as the view in FOVE was dependent to the
video captured by the AR HMD (Meta2) which supported
only 90-degree FOV. Future systems could support a full
360-degree independent view for the remote expert so that
the user could have a more immersive experience of remote
collaboration.
Our study results mostly depend on the subjective user

data rather than objective data except the task completion
time and frequency of the using additional sketch and hand
gesture cues in the HS condition. This could be solved in
the future through measuring the user’s microsaccades eye
movement that indicates mental fatigue [5] and feeling of
task difficulty [43] which could be helpful for measuring
mental effort during collaboration.

6 CONCLUSIONS
In this paper, we compared four combinations of the visual
cues (hand only, hand + pointer, hand + sketch, and hand +

pointer + sketch) in theMR remote collaboration systemwith
three task scenarios (assembling Lego, assembling a Tangram,
and origami tasks). The results showed that by adding sketch
cue to the hand gesture cue participants completed the task
faster and felt a higher level of usability. On the other hand,
adding pointer cue did not provide any significant benefit on
the performance or usability. There was no significant effect
of the two additional cues on the level of co-presence, and
participants felt higher level of required mental effort when
using the additional visual cues. With the result, we suggest
not to use the frequently used hand poses (e.g. pointing pose
with index finger) to trigger additional pointer or sketch cue.

In the future, we will extend our study by comparing
independent and dependent views while using the three
visual communication cues.
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