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ABSTRACT 

We propose a multi-scale Mixed Reality (MR) 
collaboration between the Giant, a local Augmented 
Reality user, and the Miniature, a remote Virtual Reality 
user, in Giant-Miniature Collaboration (GMC). The 
Miniature is immersed in a 360-video shared by the Giant 
who can physically manipulate the Miniature through a 
tangible interface, a combined 360-camera with a 6 DOF 
tracker. We implemented a prototype system as a proof of 

concept and conducted a user study (n=24) comprising of 
four parts comparing: A) two types of virtual 
representations, B) three levels of Miniature control, C) 
three levels of 360-video view dependencies, and D) four 
360-camera placement positions on the Giant. The results 
show users prefer a shoulder mounted camera view, while 
a view frustum with a complimentary avatar is a good 
visualization for the Miniature virtual representation. 
From the results, we give design recommendations and 
demonstrate an example Giant-Miniature Interaction. 

CCS CONCEPTS 
• Human-centered computing~Mixed/augmented reality • 
Human-centered computing~Computer supported cooperative 
work 

KEYWORDS 
Mixed Reality; remote collaboration; live panorama sharing; 
Wearable Interface; Tangible User Interface; multi-scale 
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Figure 1: Giant-Miniature Collaboration: a1) Overview, a2) Protruded-shoulder-worn mount, b) GMC’s use case scenario – 
PC assembly, c) Giant-Miniature Interaction – Summoning the remote VR user to Miniature mode, d) Denying access to the 
Miniature mode, e) The Miniature attracts attention of the Giant by changing his representation into a lit torch. 
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1 INTRODUCTION 

Mixed Reality (MR) technologies have the potential to 
enhance collaboration beyond the limits of the physical 
world. One of those possibilities is through a multi-scale 
MR collaboration (MSMRC) [55, 57], which utilizes the 
capability of Virtual Reality (VR) to supports a multi-scale 
collaborative virtual environment (MCVE) [76] and 
extends it to the real world using Augmented Reality (AR) 
as shown by earlier research [5, 35, 57]. 

Past research on MR collaboration has explored sharing 
live 2D video [12, 32], which offers only a limited view, 
and 3D reconstructed scenes [14, 19, 58, 68] that can be 
challenging to dynamically update and lack in detail with 
current technologies. In comparison, 360-video sharing 
offers omni-directional viewing capability that can be live 
streamed [30, 69]. Comparing to sharing 3D 
reconstruction, 360-videos require lower processing 
power and network bandwidth yet provide higher update 
rate and better-quality image when full 3D immersion is 
not crucial but possible with a stereo 360-camera. It also 
offers high mobility using minimal hardware setup.  

A few researchers have begun investigating 360-video 
sharing for MR collaboration, by using a 360-camera, 
either head-worn [44] or backpack mounted [8], but these 
approaches make it impossible to directly see the 
collaborator’s face. To our knowledge, there has been no 
work on 360-video sharing applied to MSMRC. This 
shortcoming has led us to create design requirements for a 
MSMRC that addresses these issues:  

R1)  The remote VR user can see the local AR user’s face, 
action, and environment through a simple hardware 
setup. 

R2)  Offers mobility and flexibility for the local AR user to 
control the remote user’s view. 

R3)  Provides an appropriate visual representation of the 
remote VR user so that the local AR user is aware of 
the attention and to improve the communication 
fidelity. 

From these requirements, we have implemented our 
MSMRC prototype that offers two modes of collaboration, 
the Conventional Scale Collaboration (CSC), with shared 3D 

reconstruction, and the Giant-Miniature collaboration 
(GMC), through a 360-video with a 1:12 scale disparity. In 
this paper, we explore GMC, as an alternative metaphor 
that offers 360-video sharing and tangible interaction. We 
expect that this can benefit tasks that demands mobility 
and flexibility to support a room scale collaboration as 
well as better perspective of fine details, such as assembly 
of models or circuit of a PC (see Figure 1b). However, a 
360-video-based approach also come with some challenges 
such as view dependency where the remote user’s view is 
affected by the local user controlling the camera. Thus, we 
conducted a comprehensive study to investigate these 
characteristics of sharing a 360-video with an augmented 
visual presentation. 

The main contributions of the paper are: 

• A novel multi-scale MR collaborative system 
prototype supporting two modes of collaboration, 
Giant-Miniature Collaboration between a local AR 
user, as the Giant, and a remote VR user, as the 
Miniature through 360-video sharing and tangible 
interaction, and Conventional Scale Collaboration with 
a regular size avatar in a static 3D reconstructed 
space. 

• Three novel examples of Giant-Miniature Interaction 
• A four-part user study exploring GMC in terms of 

virtual representations, Miniature controls, 360-video 
view dependencies, and 360-camera placements. 

• Discussions and Design recommendations based on 
the user study results. 

2 RELATED WORK 

2.1 Mixed Reality Remote Collaboration 

Researchers have explored using MR [49] technology for 
enhancing remote collaboration [56] where the virtual 
representation of the physical task environment is 
captured and shared with a remote collaborator who 
views it using VR. The remote user then communicates 
back to the local user not only through verbal 
communication but also using visual communication cues 
shown on the AR interface on the local user’s side. 

Early works in MR remote collaboration used 3D 
models prepared in advance as virtual representations of 
the physical environment [53] while others explored 
sharing 3D reconstructions of physical scenes viewed by 
remote users on a desktop computer [68] or handheld 
devices [66]. More recently, researchers also experimented 
using a Head-Mounted Display (HMD) to collaborate in a 
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shared 3D reconstructed environment captured with a 
depth camera [14, 15, 41, 58, 70]. These systems visualized 
virtual hand gesture cues either captured with a depth 
camera [14, 66, 70] or represented by virtual hand models 
[41]. While these prior works using static 3D 
reconstructions can capture the spatial structure of the 
physical environment, they have limitations in updating 
dynamically changing scenes and the visual quality is 
typically worse than a video image. 

Others have tried building MR remote collaboration 
systems based on sharing live video streams. Early 
prototypes explored sharing visual communication cues 
such as a pointer and drawing annotations overlaid onto 
shared live 2D video on a handheld device [13, 17-19, 33, 
34] or using wearable interfaces [21, 24]. Further 
explorations included sharing eye gaze [3, 21, 43] or hand 
gestures [2, 24]. These prior works shared an egocentric 
viewpoint through a 2D video stream, so the remote user’s 
view was dependent on the motion of the camera 
capturing and sharing the video. To overcome this 
limitation, researchers have investigated various 
approaches, such as saving key frames to view later [34, 
51, 52], placing a camera fixed in the environment [12, 32], 
or mounting a camera on a remote controlled robotic 
platform [38, 40, 60, 63, 64] on a mobile robot [1, 39, 47, 
48] or even a drone [23, 54, 55].  These approaches still 
have limitations with the field of view and delay in remote 
controlling the view with a mechanical system.  

As an alternative, researchers also investigated sharing 
360 panorama [59] to let the remote user freely look 
around, although it supports only changing the viewing 
direction but not position. Some of the early works simply 
shared static images [6] or added a live 2D video insert on 
a static panorama image [50, 62], and overlaid simple MR 
visual cues for collaboration, such as pointers or drawings. 
As 360 panorama cameras became more affordable (e.g., 
Ricoh Theta S, Insta360, Samsung Gear 360, etc.), social 
networking platforms, such as Facebook and YouTube, 
started supporting shared live streaming of 360 panorama 
video. Kasahara et al. [30] developed the Jack-in system 
where the sharer wore a custom built panorama camera 
on his or her head and a remote user watched the shared 
panorama in a HMD. Their research mostly focused on 
sharing the experience through live 360 panorama, but not 
on active interaction between the users using MR cues. To 
investigate challenges in collaboration over live 360 
panorama, Tang et al. [69] mounted a 360 panorama 
camera on a backpack monopod, sharing the wearer's 
surroundings from an exocentric viewpoint with a remote 

viewer watching the shared panorama video on a tablet. 
They found the remote viewer had difficulties in 
communicating location and orientation information due 
to the lack of sharing gestures and other non-verbal 
communication cues. 

Most recently, researchers started looking into adding 
MR visual cues to support non-verbal communication in 
live 360 remote collaboration. Lee et al. [44]  created a 
system that allows sharing of hand gestures and view 
awareness cues over live 360 panorama captured by a 
head-worn camera, enabling two-way non-verbal 
communication between a pair of users wearing AR or VR 
displays. Cai et al. [8] demonstrated a system which 
shows the remote user’s virtual head and hands in a 
shared live 360 panorama captured from a backpack 
mounted 360-camera. Compared to this research, our 
work explores using a tangible representation of a remote 
collaborator in the context of multi-scale MR remote 
collaboration. 

In terms of collaborative virtual environment (VE), 
Beck et al. [4] explored an immersive telepresence system 
that supported distributed groups of users to meet in a 
shared VE. At each site, the users and a small portion of 
the local interaction space was captured using a cluster of 
RGBD cameras. Compared to this work and the other 
research focusing on shared VE, our research emphasizes 
on sharing a room-scale or larger environmental 
information of the real-world task space that is relevant 
for the collaboration. In other words, the majority of the 
collaborative contents in our MR collaboration are real. 

2.2 Multi-scale Remote Collaboration 

Multi-scale Collaborative Virtual Environments (MCVE) 
support collaboration between multiple users at different 
scales. In one of the earliest examples, Zhang and Furnas 
[76] explored collaboration between city planners at 
different scales, one at a regular scale at street-level and 
another as a giant at city-scale, and showed that users can 
complement each other’s actions (e.g. navigation and 
manipulation in VR) by taking advantage of working at 
different scales. Kopper et al. [37] and Fleury et al. [11] 
studied navigation techniques to help users interact and 
collaborate at different scales, while Le Chénéchal et al. 
[42] investigated co-manipulation in a MCVE. These 
works showed that multi-scale interfaces can be used for 
effective collaboration in VR. 

While not as common as in VR, researchers have also 
explored applying multi-scale collaboration to MR systems 
that combine AR and VR technologies. Kiyokawa [35] 
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developed a system which allowed users to easily 
transition between VR and AR and collaborate across 
multiple scales. In the MagicBook [5], while a user views 
AR content overlaid on a physical book, another user 
could scale down and fly into the 3D virtual scene in VR 
so they can collaboratively explore the scene at different 
scales. These works focused on face to face collaboration, 
as opposed to recent research that emphasized remote 
collaboration for example [57] demonstrated multi-scale 
remote collaboration between an AR and a VR user. The 
AR user’s environment was 3D reconstructed and shared 
with the VR user who could scale themselves up into a 
giant or down into a miniature for collaboration. Another 
example is [55] that introduced a concept of multi-scale 
mixed collaboration (MSMRC) and explored using an 
adaptive pair of cameras mounted on a drone to adjust the 
eye separation of the virtual camera and create an illusion 
of being a giant. 

Compared to prior work using 3D modeled or 
reconstructed environment, our research is one of the first 
that applies the concept of multi-scale collaboration to a 
live 360 panorama-based MR remote collaboration system. 
We also combine the concept of multi-scale collaboration 
with a Tangible User Interface (TUI) [29] as we use a 
handheld 360 panorama camera as a tangible 
representation of the remote collaborator, superimposed 
with a virtual representation to indicate the remote user’s 
attention and action to the local user. In contrast, past 
research on remote collaboration with TUI only focused 
on tabletop or planar workspaces [7, 9, 36, 46, 61]. 

3 MULTI-SCALE MR COLLABORATION 

Past works demonstrated various implementations of 
multi-scale MR collaborative systems between a local AR 
user and a remote VR user [5, 35, 55, 57], yet none of them 
were sharing live 360 panorama of the collaborative 
environment. In this research, we have created a multi-
scale MR collaborative system with two modes of 
collaboration: Conventional Scale Collaboration (CSC) 
mode, which shares a 3D reconstruction to the remote VR 
user at a regular scale (section 3.1), and Giant-Miniature 
Collaboration (GMC) mode, that shares a 360-video at 
different scale (section 3.2). The transition between the 
two modes can be made by the remote VR user using the 
controllers, or the local AR user through tangible interface 
in Giant-Miniature Interaction (section 3.5). 

3.1 Conventional Scale Collaboration (CSC) 

Conventional Scale Collaboration (CSC) mode is an MR 
collaboration with shared static 3D reconstruction at a 
regular scale similar to those demonstrated in [56, 58] 
(Figure 2). The user on one side is represented by an 
avatar to their collaborator on the other side. The VR user 
is also immersed in a reconstructed physical environment 
of the AR user. The local AR space was scanned using the 
Faro FocusM 70 [10], a high precision 3D scanner (error 
±3mm, range 0.6-70m). An example scan result is shown 
in the upper-right picture of Figure 2. The reconstructed 
model was pre-loaded on the VR system and calibrated 
using a VR controller to align the model’s origin to the 
real world. 

3.2 Giant-Miniature Collaboration (GMC) 

Giant-Miniature Collaboration (GMC) mode is an MR 
collaboration through shared live 360 panorama video 
(Figure 2). In GMC, the two users are in different scales, 
and the remote VR user, the Miniature, sees a live 360-
video from the local AR user, the Giant. The Miniature’s 
avatar appears tiny and attaches to the 360-camera, which 
the Giant can control as a TUI. The Miniature’s avatar 
measured 15 cm for the Giant and the Giant appeared 12× 
larger (~22 m or ~72 ft) to the Miniature in the 360-video. 
The 15cm avatar’s size matches the height of the 360-
camera including its handle. The avatar’s eye (VR user’s 
virtual camera) aligns to the camera sensor and the 
avatar’s feet touch the ground when the camera is placed 
on a surface with the handle used as a tripod. The 
measurement to match the size was physically done using 
a ruler placed next to tripod/360camera. 

 
Figure 2: An overview of GMC prototype. 
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3.3 System Overview 

3.3.1 Hardware Overview 

Local AR user side (Giant in GMC) included an HTC Vive 
Pro with two 2nd generation Lighthouse sensors [26] 
driven by a Windows 10 desktop computer (Intel Core i7-
6700K at 4.0 GHz, 16 GB RAM, and NVIDIA GeForce GTX 
1070), one Garmin VIRB 360 camera [16], and one Vive 
Tracker (2018 model) [28] with a custom-made camera 
mount. We used the video see-through (VST) mode of the 
HTC Vive Pro’s stereo camera (captured in VGA@90Hz) 
for the AR experience. 

Remote VR user side (Miniature in GMC) included an HTC 
Vive with two 1st generation Lighthouse sensors [25] 
driven by a Windows 10 laptop computer (Intel Core i7-
6700HQ at 2.6 GHz, 16 GB RAM, and NVIDIA GeForce 
GTX 1070).  

Networking - The two sides were networked through a 
router (D-Link DSL-2888A) using a 100MB Ethernet 
connection and the Garmin VIRB 360 camera was 
connected to the same network using 2.4 GHz WIFI 
(802.11b). The two sides communicated through voice over 
IP using an HMD’s built-in microphone and a headphone. 
The average latency of the 360-video stream was 
measured as 0.75 second (SD=0.25). 

3.3.2 Software Overview 

Development Tools - We developed our software using the 
Unity game engine version 2017.3.0f3 [71] with SteamVR 
for Unity [72] and Vive SRWorks SDK for VST mode [27] 
(AR side). 

Virtual Representation - Based on past research on virtual 
characters, it was found that realistic virtual human was 
favorable for remote collaboration [75]. Therefore, we 
chose to use a realistic avatar in the CSC mode. However, 
we were not aware of any past survey that elicited user 
preferences of a Miniature avatar. Hence, we conducted an 
online survey (n=32, 3 females, mean age 31.4, SD=8.3) 
similar to [20] through the online forums (Reddit) in 
AR/MR related channels. We compared three options: a 
realistic looking, a semi-cartoonish, and a cartoonish 
avatar. We found that almost half of the participants 
preferred the realistic avatar and so we used the same 
avatar design to represent the VR user in both CSC and 
GMC modes. 

3.4 Giant-Miniature Interaction 

The transition between the two modes can be made by the 
remote VR user using the controllers, or the local AR user 

through tangible interaction. In this section, we 
demonstrate latter interaction. We developed three Giant-
Miniature Interaction (GMI) techniques to showcase GMC 
(Figure 1). The Giant could use the camera as a tangible 
interface to perform different actions with the Miniature. 
The Miniature could also change the appearance to 
communicate with the Giant. Several interactions could be 
supported: 

3.4.1 Summoning – The Giant can summon the remote 
VR user to enter the Miniature mode (from CSC to GMC) 
by waving the camera like a bell (Figure 1-c1). After a 
couple of waves, a virtual summoning bell appears which 
is then replaced by the Miniature (Figure 1-c2). On the VR 
side, the VE showing a 3D reconstruction is replaced by a 
360-video sphere. 

3.4.2 Denying – For privacy, the Giant can flip the 
camera upside down, removing the VR user from the 
GMC mode (Figure 1-d1) and teleporting him back to CSC 
mode (Figure 1-d2), a virtual cone appears indicating that 
the remote VR user could no longer enter the Miniature 
mode.  

3.4.3 Attracting Attention – The Giant could lose 
attention of the Miniature (Figure 1-e1), in this 
circumstance, the Miniature could attract attention of the 
Giant by changing his/her appearance as a virtual torch 
on fire (Figure 1-e2). The Giant’s view could dim down and 
only lit the Miniature area, forcing the Giant to pay 
attention to the Miniature. 

4 USER STUDY 

We conducted a four-part user study to examine GMC and 
evaluate the three design requirements given in the 
introduction section. Part A of the study evaluated two 
virtual representations of the Miniature, an avatar and a 
frustum, which corresponded to the requirement R3. Part 
B examined the level of control that the Giant has over the 
Miniature, and Part C compared the effects of view 
dependencies of 360-video on the Miniature, these two 

 
Figure 3: User Study - demographic results. 
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parts assessed requirement R2. Part D compared four 
different mounting positions of the 360-camera on the 
Giant, which examined requirement R1. In Parts A and B, 
the participants were in the role of the Giant, 
collaborating with an actor, who was playing the 
Miniature. In Part C and D, the participants experienced 
the Miniature role. For Part C, 360-videos and 6 DOF 
tracking data were pre-recorded within the experimental 
space to ensure the consistency of experience across 
participants. Finally, in Part D, 360-videos were pre-
recorded from both indoor and outdoor environment 
simulating a house inspection scenario.  

4.1 Participants 

We recruited 24 participants (5 female, mean age of 29.0 
years, SD=6.4) from the University of South Australia. We 
sought participants with some experience with AR or VR 
interfaces to reduce the effect of novelty and for the 
potential insight from their experiences. Their familiarity 
with AR/MR, measured on a 7-point Likert scale, from 1 
for a novice to 7 for an expert, yielded M=5.08 (SD=1.75) 
(Figure 3d). The frequencies of use were at least few times 
a year (29%) if not more than few times a month (71%) (see 
Figure 3e).  

4.2 Setup 

Our experimental space was setup in a room (4.9m by 
2.9m), divided by a tall cabinet and a partition into two 
spaces, the participant’s space (2.9m by 2.9m) and the 
actor’s space (2 m by 2.9 m). For every part of the study, 
the participants always performed their tasks in the 
participant’s space (Figure 4a) regardless of their roles and 
filled out the questionnaires on a computer in the actor’s 
space (Figure 4b). Both sides used an HMD with a 
headphone and a built-in microphone for voice over IP 
communication. Videos of the trials were recorded using a 
DSLR camera on the participant’s side, and screen 
recorded on the actor’s side. 

The room was normally lit with 8 fluorescent tubes. 
However, this posed a problem with the HTC Vive Pro’s 
stereo camera (captured in VGA@90Hz) in the VST mode 

flickering image caused by the unmatched AC power 
frequency. For Part A and B that required VST mode, we 
replaced the AC lightings with 3 battery-powered DC 
light sources to eliminate the flicker (one 1500 Lumen, and 
two 800 Lumen all white lights).  

The experimental tasks required physical props, 
including 27 Styrofoam tiles of letters (A-Z and ‘&’), 6 
numbered cardboard boxes, and paper cut-out tiles in 6 
shapes and 6 colors. 

4.3 Procedure 

The study was conducted in the order of Part B → A → C 
→ D. This was to ensure better understanding of the tasks 
by the participants, as Parts A and B were easier than Part 
C. This also minimized the potential effects of simulator 
sickness on Parts A and B from viewing 360-videos in 
Parts C and D.  

After an introduction to the study, the participants 
signed a consent form and completed a demographic 
questionnaire. The researcher explained all the equipment 
involved in the study. The participants were then asked to 
try on the HTC Vive Pro HMD and fitted the headset. At 
the beginning of each part, the researcher explained the 
purpose of the study and the participant’s role in 
completing the tasks. The user study took approximately 
90 minutes to complete for each participant. Further 
details on each part of the study will be given in the 
following sections. 

4.4 Study Part A – Virtual Representations 

We were interested in comparing an abstract virtual 
representation, such as a view frustum which was found 
to be an effective representation [56], and a potential 
alternative of an avatar for the Giant to understand the 
Miniature’s attention. Our implementation of a view 
frustum provides a video overlay, allowing the Giant to 
see what the Miniature sees (see Figure 4-c2). In addition 
to the view frustum, the Giant could see the virtual 
models of the VR controllers in the video, representing the 
Miniature’s hands. Therefore, any hand movement could 

 
Figure 4: Study setup: a) Participant’s space, b) actor’s space, c) conditions in Part A, d) giant’s perspective during the trial. 
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be observed in this condition too but from the Miniature’s 
ego-centric perspective.  

In this first part of the study, we investigated the 
effects of an avatar and a view frustum on the ability of 
the Giant to understand the Miniature’s attention on an 
object in a room scale collaborative environment. This 
involved the usage of basic non-verbal communication 
cues, e.g. gaze and gestures, when the Miniature is 
directing the Giant to find an object of interest. We were 
most interested in the usefulness of each virtual 
representation for indicating the Miniature’s attention, 
therefore, we did not incorporate any manipulation task 
to reduce the complexity of this part of the study. 

4.4.1 Study Design. Part A was a within-subject 2×2 
factorial design where the two independent variables were 
the presence/absence of an avatar or a view frustum. The 
combination yielded 4 conditions, No Visualization (NV) as 
the baseline, Frustum Only (FO), Avatar Only (AO), and 
Avatar + Frustum (AF). The order of conditions was 
counterbalanced between participants. Dependent 
variables included task completion time and number of 
errors. Our subjective measures were Networked Mind 
Measure of Social Presence questionnaire [22] (on Co-
Presence and Perceived Message Understanding subscales), 
Subjective Mental Effort Question (SMEQ) [65], task 
difficulty using the Single Easement Question (SEQ) [65], 
and user preferences. Social Presence, SMEQ, and task 
difficulty were collected after each condition and user 
preference was collected at the end of Part A. 

4.4.2 Tasks. The goal of this study was for the participants, 
as the Giant, to observe the virtual representations of the 
Miniature for collaboration in addition to the baseline 
verbal communication. The task for the participants was 
to guess the object of interest that the actor was randomly 
assigned to find in each trial. The object could be either a 
letter (on one of the three walls), a number (on a table), a 
color (on a partition) or a shape (on a cabinet). The actor 
was not allowed to directly tell the participants what the 
object was, and they had to search the room together and 
find the object of interest as fast as they could. In addition 
to randomization of the object to find, the physical props 
were randomly shuffled in each session to ensure minimal 
learning effect by the actor. This task simulates a situation 
when it is difficult to verbally describe the object of 
interest in the scene to the collaborator e.g. a workspace 
full of similar items. In all conditions, our actor 
consistently acted the same way by looking, pointing, and 
gesturing toward the object of interest utilizing their body 

language, a natural behavior to assist verbal 
communication. 

During the trial, the participants, as the Giant, held the 
360-camera representing the Miniature with an overlaid 
virtual representation (except for the no visualization 
condition). In this study, the Giant could only control the 
Miniature’s position but not its orientation. This is a 
condition that we call Independent (more details in Part B). 
They were directed by the actor, as the Miniature, who 
had the information of the object to look for. In case of no 
visualization, the participant could not see any visual 
representation of the Miniature. The participants could ask 
the actor, any binary questions that the actor could 
answer in “Yes/No” or “True/False”. A wrong guess or a 
binary question asked was counted as an error. The 
participants were given two training trials for each 
condition. There were six experimental trials in total for 
each condition, with 3 random letters, 1 number, 1 color, 
and 1 shape object. This part took about 20 minutes. 

4.4.3 Hypotheses. Our hypotheses for this part were: 

A1. An avatar or a view frustum being present lowers the 
subjective mental effort and task difficulty. 
A2. An avatar or a view frustum being present improves 
the user performance. 
A3. An avatar or a view frustum being present increases 
Aggregated Social Presence score (AsoP), in terms of the Co-
Presence (CoP) and Perceived Message Understanding (Msg) 
subscales. 
A4. Participants prefer seeing both virtual representations 
of the Miniature (i.e. Avatar + Frustum condition). 

4.4.4 Results. When dependent variables did not comply 
with normality assumptions, a Repeated-measures 
ANOVA with the Aligned Rank Transform (ART) was used 
for nonparametric factorial analysis [74]. For post-hoc 
pairwise comparisons, we used Wilcoxon signed-rank 
tests with Bonferroni correction (the p-value is adjusted 
while the alpha level is kept at .05). Figure 5 presents the 
results. 

4.4.4.1 Performance. We used the aggregated task 
completion time (Tct) and aggregated number of errors 
(Errors) from 6 trials combined resulting in 24 datapoints 
per condition for each variable. The Shapiro-Wilk test 
indicated that our data significantly deviated from a 
normal distribution (Tct – W=.79, p<.0001, Errors – W=.71, 
p<.0001), so the ART was applied. We found significant 
main effects of both avatar (Tct - F1,69=70.37, p<.0001, 
Errors - F1,69=294.8, p<.0001) and frustum (Tct - F1,69=60.55, 
p<.0001, Errors - F1,69=296.56, p<.0001). There were 
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significant interaction effects of avatar × frustum on both 
measures (Tct - F1,69=51.42, p<.0001, Errors - F1,69=285.23, 
p<.0001). Pairwise comparisons gave a significant 
difference only between NV-AO, and NV-FO for both Tct 
and Errors. 

4.4.4.2 Subjective Mental Effort and Task Difficulty. We 
found significant main effects of both avatar (SME - 
F1,69=18.64, p<.0001, Difficulty - F1,69=24.78, p<.0001) and 
frustum (SME - F1,69=55.43, p<.0001, Difficulty - F1,69=59.86, 
p<.0001). Significant interaction effects were found for 
avatar × frustum on both measures (SME - F1,69=13.02, 
p=.0005, Difficulty - F1,69=7.02, p=.01). Pairwise 
comparisons gave a significant difference between NV-AO, 
NV-FO, and AO-AF for both SME and Difficulty. 

4.4.4.3 Social Presence. An internal consistency test yielded 
good results (Cronbach’s α > 0.92) for both subscales, Co-
Presence (CoP) and Perceived Message Understanding (Msg), 
and the overall Aggregated Social Presence (ASoP) score 
(see Figure 5). Again, we found significant main effects of 
avatar (CoP - F1,69=29.96, p<.0001, Msg - F1,69=19.91, 
p<.0001, ASoP - F1,69=30.76, p<.0001) and frustum (CoP - 
F1,69=38.05, p<.0001, Msg - F1,69=43.88, p<.0001, ASoP - 
F1,69=51.27, p<.0001). Significant interaction effects were 
also found (CoP - F1,69=19.48, p<.0001, Msg - F1,69=9.52, 
p=.003, ASoP - F1,69=17.31, p<.0001). Pairwise comparisons 
gave a significant difference between NV-AO and NV-FO 
for CoP, and NV-AO, NV-FO, and AO-AF for Msg and ASoP. 

4.4.4.4 User Preferences. Most of the participants preferred 
AF condition (62.5%) followed by the FO condition (33.3%). 
A Chi-squared goodness of fit test yielded a significant 
difference against random choice, χ2(3) = 24.33, p<.0001. 

4.4.5 Discussion. Our results provide strong evidences to 
support all four hypotheses (A1, A2, A3, and A4), which 

showed that having virtual representations, either an 
avatar or a frustum, significantly improved the overall 
experience of the GMC and the remote collaboration 
through a 360-video for that matter. Having no 
visualization limits the ability of the local user to notice 
the remote collaborator’s attention. 

4.4.5.1 Miniaturized Virtual Representation. Past 
research has shown that sharing of hand gestures and 
view awareness cues [44], or virtual head and hands [8], 
enabled two-way non-verbal communication. Our findings 
also support this claim, however, we extend their results 
and show that a miniaturized virtual representation can 
also improve non-verbal communication despite being 
more compact and occupying less display space. 

4.4.5.2 Avatar vs Frustum. For this asymmetric task, 
where the Miniature was guiding the Giant, we found that 
there were no significant difference with or without an 
avatar when there was a view frustum present. In 
contrast, the absent of a view frustum had a significant 
effect in terms of increased subjective mental effort, 
higher task difficulty, and reductions in Perceived 
Message Understanding and overall Social Presence. These 
results support the claim that a frustum is an effective 
awareness cue [56]. This finding leads us to believe that a 
view frustum (with a video overlay) might be a better 
virtual representation than an avatar to indicate the 
remote user’s attention. Participants said: 

“I feel like the frustum is the easiest way of telling what 
the subject is doing. The avatar is helpful, but I feel is made 
redundant by the frustum.” – P5. 

“Frustum was the most helpful and least distracting. It's 
very obvious where the remote user is looking. In the avatar 
conditions, you mostly see the back of the avatar anyway, so 
many social benefits are lost.” – P13 

 
Figure 5: Results from Part A showing factorial plots to visualize interaction between the Frustum and the Avatar 

(****=p<.00001, ***=p<.0001, **=p<.001, and *<0.05). Error bars represent standard errors. 
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However, this is limited to the fact that the task 
focused on asymmetric roles with the remote user being 
an expert, and also being a simple search task without any 
manipulation involved. However, we have fulfilled our 
goal of comparing the two representations for their ability 
to indicate the Miniature’s attention, which is the scope of 
this paper. In terms of guiding manipulation task, a follow 
up study is required to compare an avatar and a frustum. 

4.4.5.3 Avatar + Frustum. In terms of user preferences, 
most participants preferred having both virtual 
representations for offering all the complementary cues. 
Participants said: 

“This combination gives the participant all the 
information. We understand the physical gestures of the 
avatar, the focus of their point of view and what they see.” – 
P11 

“It was the easiest to work with. I could see the avatar 
and the frustum at the same time and could cross-reference 
them for the correct guess.” – P24 

Nevertheless, we note that some of the participants 
found having both representations distracting. They do 
not need to be visible at all time and the users could easily 
choose the most appropriate representation depending on 
one’s intent and what the collaboration entails. 

4.5 Study Part B – Miniature Control 

Part A gave us some insights into designing the virtual 
representation of the Miniature for the Giant to visualize. 
In Part B, we compared different levels of control of the 
Miniature by the Giant. The aims were to better design an 

appropriate level of control and to potentially create better 
interaction techniques for GMC. Once more, the 
participants took on the Giant role. The actor represented 
the Miniature with an avatar representation. 

4.5.1 Study Design. Part B was a within-subject design 
where we investigated three levels of Miniature control 
(Figure 6): Independent (3DOF – position only), Semi-
dependent (4DOF – position + yaw rotation), Dependent 
(6DOF – position + orientation). In the Independent 
condition, participants, as the Giant, could move but not 
rotate the Miniature avatar. In the Semi-dependent 
condition, the Giant could move and rotate the avatar left 
and right, around the ground vector. In the Dependent 
condition, the Giant had a full control of the Miniature’s 
avatar. The order of conditions was counterbalanced. Our 
objective variables were task completion time and number 
of errors. Our subjective measures were Social Presence 
(on Attention Allocation, Perceived Message Understanding, 
and Perceived Behavioral Interdependence subscales), 
SMEQ, task difficulty and user preferences. Social 
Presence, SMEQ, and task difficulty were collected in each 
condition and user preference was collected at the end of 
Part B. 

4.5.2 Tasks. The goal of this study was for the Giant to 
direct the Miniature’s attention to an object of interest, 
which was the opposite of Part A where the Giant was 
mostly on the receiving end of the communication. The 
task was similar to Part A and the same set of objects 
were used. But this time, the participants, as the Giant, 
was assigned a random object and the Miniature (the 
actor) had to guess what the object of interest was. The 

 
Figure 6: Three conditions in Part B and C, in each cell, the left image depicts the Miniature control through manipulation 

of the tangible interface, and the right illustrates the corresponding view of the Miniature due to the manipulation. 
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participants used one hand to hold the 360-camera, which 
represented the Miniature. In addition to verbal 
communication, participants were allowed to use any 
method to complete the task such as holding the 360-
camera right in front of the object or pointing at the 
object with their hand. Any wrong guess or incorrect 
binary question asked was counted as an error. The 
participants were given two training trials and six 
experimental trials, with 3 random letters, 1 number, 1 
color, and 1 shape object. This part took approximately 20 
minutes to complete. 

4.5.3 Hypotheses. Our hypotheses for this part were:  

B1. The higher degree of freedom of the Miniature control 
lowers subjective mental effort and task difficulty. 
B2. The higher degree of freedom of the Miniature control 
improves user performance. 
B3. The higher degree of freedom of the Miniature control 
increases the Aggregated Social Presence score (ASoP), in 
term of Attention Allocation (Att), Perceived Message 
Understanding (Msg), and Perceived Behavioral 
Interdependence (Bhv) subscales. 
B4. Participants prefer full control of the Miniature’s 
avatar (i.e. Dependent condition). 

4.5.4 Results. Our dependent variables deviated from a 
normal distribution and therefore, we applied the 
Friedman and Wilcoxon signed-rank tests with Bonferroni 
correction (p-value adjusted) for post-hoc pairwise 
comparisons. Figure 7 presents our results. 

4.5.4.1 Performance. Like Part A, we used the aggregated 
Tct and aggregated Errors resulting in 24 data points for 
each condition per variable. A Shapiro-Wilk test indicated 
that data from both variables were not normally 
distributed (Tct – W=.94, p=.0029, Errors – W=.55, 
p<.0001). A Friedman test yielded significant difference for 
task completion time (Tct - χ2(2) = 7, p=.03). Pairwise 
comparisons yielded a significant difference between 
Dependent and Independent condition (see Figure 7 - Tct). 

Note that the average Errors in all conditions were below 
one, indicating that there was almost no error in this part. 

4.5.4.2 Subjective Mental Effort and Task Difficulty. We 
found significant differences for both variables (SME - 
χ2(2) = 8.21, p=.017, Difficulty - χ2(2) = 10.09, p=.0064). 
Pairwise comparisons gave a significant difference 
between Dependent and Independent condition for both 
variables (see Figure 7 – SMEQ and Difficulty). 

4.5.4.3 Social Presence. Internal consistency yielded good 
results for all measured subscales of Attention Allocation 
(Att), Perceived Message Understanding (Msg), Perceived 
Behavioral Interdependence (Bhv), and the combined 
Aggregated Social Presence (ASoP). We found significant 
differences for Msg and ASoP (Msg – χ2(2) = 10.45, p=.0054, 
ASoP – χ2(2) = 7.24, p=.027). Pairwise comparisons yielded 
significant results between Dependent and Independent 
condition for both measures. 

4.5.4.4 User Preferences.  Most of the participants preferred 
the Dependent condition (70.8%) followed by the Semi-
dependent condition (20.8%). A Chi-squared goodness of fit 
test yielded a significant difference against random choice, 
χ2(2) = 15.75, p<.001. 

4.5.5 Discussion. Our results strongly support the 
hypothesis B4, where the majority of the participants 
preferred Dependent condition. Hypotheses B1, B2, and B3 
were also partially supported as there were significant 
differences in favor of Dependent over Independent 
condition for lower Tct, SMEQ, and Difficulty, as well as 
higher Msg, and ASoP. 

4.5.5.1 Better Control. Most participants preferred having 
full control of the Miniature avatar because it was easier to 
manipulate and required less verbal communication. 
Participants said: 

“I could easily direct the remote user without having to 
give verbal instruction” – P2 

 
Figure 7: Results from Part B. Error bars represent standard errors. 
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“…more control makes sense. It also takes time for the 
remote user to rotate when it is easier to just point the 
avatar at the thing you want it to look at.” – P5 

5.5.5.2 More Intuitive. Some participants expressed 
having a full control being intuitive. Participants said: 

“It feels as though the avatar is a part of myself, moves 
like I move, and generally feels more natural because of this. 
There is no disorientation, and minimal cognitive load 
experienced in this setup.” – P6 

4.5.5.2 Improved Perceived Message Understanding. 
Participants felt that their collaborator could see what 
they saw better with full control, although, it was a 360-
video and the remote user could look anywhere in all 
conditions. 

“I had full control of where the avatar could look… made 
it easier for the avatar to see what I was seeing. I could point 
it in much harder spots. Whereas I was doing more work to 
show the avatar what I was looking at in the Independent 
condition; as I knew I couldn’t move him around.” – P24 

4.6 Study Part C – 360 Video Dependencies 

Complementary to Part B, which examined the Miniature 
control by the Giant, Part C compared the corresponding 
360-video viewing of those three levels of control. The 
participants, as the Miniature, were tasked with learning 
the surrounding environment from a playback of pre-
recorded 360 videos and tracking data. In this study, we 
were interested in how the level of view dependencies of 
the 360-videos affects the resulting level of simulator 
sickness and spatial presence. View independence has 
been investigated in MR remote collaboration systems 
sharing live 2D video [12, 32] or 3D reconstructed scenes 
[14, 19, 68], yet not much with sharing live 360 panorama. 
The closest prior work is [30] which included an 
observational study on communication behavior but 
without direct comparison between dependent and 

independent views. Another prior work [45] investigated 
view dependency in a formal study, but the 360-camera 
was mounted on the user’s head and did not include semi-
dependent condition. 

4.6.1 Study Design. Part C was a within-subject design 
where we investigated three levels of view dependencies 
of a 360-video (Figure 6): Independent (fully independent 
from camera’s rotation), Semi-dependent (dependent on 
yaw rotation from the camera), Dependent (fully 
dependent on camera’s rotation). These corresponded to 
the level of control that the Giant had over the Miniature 
avatar in Part B. In the Independent case, participants, the 
Miniature, could see a 360-video in a consistent 
orientation, viewing independently of the 360 camera’s 
rotation. In the Semi-dependent condition, the Miniature’s 
view was affected by a sideway rotation around the 
ground vector. In the Dependent condition, the Miniature 
experienced the full impact of the 360 camera’s rotation. 
The only objective dependent variable for this study was 
the measure of spatial understanding, which was taken as 
the score from solving spatial task. Our subjective 
measures were simulator sickness using the Kennedy 
Lane simulator sickness questionnaire (SSQ) [31]; Spatial 
Presence (MEC) [73] with 6 item scale on Spatial 
Situation model (SSM), and 6 item scale on Spatial 
Presence: Self Location (SPSL) subscales; SMEQ, task 
difficulty, and user preferences. SSQ were collected before 
and after each condition. Spatial Presence and SMEQ 
were collected after each condition and the user 
preference were collected at the end of Part C. 

4.6.2 Tasks. To ensure consistent experience across all 
sessions, we pre-recorded the 360-video and the 360-
camera’s 6DOF tracking data. In this way, we could apply 
different level of dependencies to the same 360 video 
playback. To record the 360-video stream, we used OBS, 
Open Broadcaster Software [67]. We have created spatial 
tasks and recorded videos of three different tasks with an 

 
Figure 8: Part C - a) 360-Video, b) original arrangement in the video, c) after rearranged. Part D - d) four camera placements. 
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actor holding a 360 camera, walking around the room, 
simulating a collaboration akin to Part A and B. Our focus 
was on the level of simulator sickness and spatial 
presence. 

To evaluate spatial understanding, we created a spatial 
arrangement task where the participants had to arrange a 
set of objects in the room to match the original 
arrangement shown in the 360-video. While the 
participants were viewing the 360-video, the actor 
rearranged the room, making 8 changes. To score points, 
the participants needed to move the objects back to the 
original place. There was some flexibility allowed, e.g. 
numbered boxes could be in different order as far as they 
formed the correct layout. We created three unique 
arrangements and they were presented in the same order 
for every participant. However, the condition order was 
counter-balanced between participants, therefore each 
condition had the same number of these arrangements 
completed.  

After filling out the pre-immersion SSQ, the participant 
watched the video, then filled out the post-immersion 
SSQ. They watched the same video again, and then tried to 
rearrange the objects to match the video. Finally, they 
filled out the per-condition questionnaire. The length of 
each 360 video was one minute and the resting period 
between watching a video from the last condition to the 
next one was around 10 minutes. They repeated this 
process for all three conditions, for 40 minutes. 

4.6.3 Hypotheses. Our hypotheses for this part were: 

C1. A lower degree of view dependency lowers subjective 
mental effort and task difficulty. 
C2. A lower degree of view dependency causes a lower 
level of simulator sickness. 
C3. A lower degree of view dependency increases Spatial 
Presence score (ASpP), in terms of Spatial Situation model 
(SSM), Spatial Presence: Self Location (SPSL) subscales. 

C4. A lower degree of view dependency improves spatial 
understanding (SpU).  
C5. Participants prefer the Independent viewing condition. 

4.6.4 Results. We applied a Friedman test and Wilcoxon 
signed-rank test with Bonferroni correction (p-value 
adjusted) for post-hoc pairwise comparisons. Figure 9 
presents our results. 

4.6.4.1 Simulator Sickness. We did not find any significant 
difference between the conditions. However, significant 
differences were found between pre and post immersion, 
in the Independent condition except Nausea (Oculomotor, 
V=33.5, p=.044, Disorientation, V=23, p=.021, Total Score, 
V=41, p=.018), in the Semi-dependent condition (Nausea, 
V=8, p=.014, Oculomotor, V=11.5, p=.019, Disorientation, 
V=16, p=.024, Total Score, V=17.5, p=.0097), and in the 
Dependent condition (Nausea, V=9, p=.0039, Oculomotor, 
V=15, p=.0066, Disorientation, V=14, p=.0019, Total Score, 
V=20, p=.0016). We also tested the differential score (post - 
pre) between conditions but did not find any significant 
difference. 

4.6.4.2 Subjective Mental Effort and Task Difficulty. We 
found no significant difference for both variables. 

4.6.4.3 Spatial Presence. Internal consistency yielded 
excellent results (Cronbach’s α > 0.96) for all measured 
subscales, however, we did not find any significant 
difference in any of the measures. 

4.6.4.4 Spatial Understanding. No significant difference 
was found for our spatial understanding measure. 

4.6.4.5 User Preferences.  Most of the participants preferred 
the Independent condition (63%) followed by the Semi-
dependent condition (33%). A Chi-squared goodness of fit 
test yielded a significant difference from random choice, 
χ2(2) = 12.25, p=.002. 

 
Figure 9: Results from Part C (***=p<.005, **=p<.01, and *<0.05). Error bars represent standard errors. 
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4.6.5 Discussion. The results strongly support our 
hypothesis C5 that the participants preferred the 
Independent condition. We found significant differences 
between pre and post immersion for SSQ in each 
condition but not between conditions. Interestingly, the p-
values were lower for the Independent condition, followed 
by Semi-dependent, and Dependent had the greatest p-
value between pre and post immersion. There was no 
significant result to support hypotheses C1, C3 and C4. 

4.6.5.1 Less Sickening? Although the SSQ results did not 
yield any significance, the translational movement 
remained, and this might be a possible cause for the 
increase of simulator sickness in all conditions.  However, 
some participants reported feeling less sick in the 
independent viewing condition (3DOF). One said: 

 “It didn't make me feel sick and so I could concentrate on 
the task” – P2 

We believe that further studies, with longer exposures 
to the 360-video, are required to better examine the effects 
of 360-video view dependencies. There are also 
opportunities for new techniques for reducing simulator 
sickness due to translational movement of the camera. The 
example known methods are reducing the FOV during the 
movement or freezing the video frame during a large 
translation. However, there are tradeoffs for each method 
needing further investigation along with other 
approaches. 

4.6.5.2 Easier for Spatial Understanding. Some 
participants expressed that Independent view gave them 
the freedom to learn the surrounding and circumvented 
distractions of the camera movements. 

“It makes remembering things a lot easier when you don't 
have your focus taken from you all the time.” – P5 

“…it allowed me the most control out of all of the setups, 
with the least disorientation, and the most time afforded for 
accurately memorizing the positions and formations of the 

objects. I was the least aware of the partner's movements 
and position, and the most aware of my own movements 
and positions…” – P6 

4.6.5.3 Semi-dependent, Best to Follow? Some 
participants stated that if the task was to understand the 
Giant’s attention or action, the Semi-dependent condition 
would be more preferred. 

“The task was remembering layout of objects in whole 
environment, so I had to keep focus on each set of objects for 
a while. Semi-dependent and Dependent conditions made me 
to rotate my body or head a lot. If the task was to identify or 
to remember the specific object what local user intended, I’d 
prefer semi-dependent.” – P22 

4.7 Study Part D – Camera Placements 

In Parts A to C, the 360-camera was always held in the 
Giant’s hand. In this last study Part D, we were interested 
in comparing different 360-camera placement positions on 
the Giant’s body. From past research, we picked two 
placement positions, Backpack (Back) [8, 69] and Head-
worn (Head) [30, 44]. We also proposed two more 
positions, Shoulder-worn (Shoulder) and Handheld (Hand), 
see Figure 8 (d1, d2, d3, and d4). 

4.7.1 Study Design. Part D was a within-subject design 
with one independent variable, the camera placement 
position with 4 conditions, Back, Head, Hand, Shoulder. 
The dependent variable was subjective ranking of 
conditions, as shown in Figure 10.  

4.7.2 Task. We let the participants watch and explore the 
pre-recorded 360 videos in Dependent view recorded from 
the same location, simulating a remote house inspection 
scenario. In every video, the 360-camera was mounted on 
the Giant, played by the actor. The Giant performed 
actions and interacted with objects around the house, 
such as reading the power meter, examining the security 
alarm, etc. The duration of each video was one minute. 
We interviewed our participants after each condition to 

 
Figure 10: Results from Part D (**=p<.01, and *<0.05). Error bars represent standard errors. 
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learn what they liked or disliked about the placement. 
After the participants watched all four videos, they filled 
out a questionnaire to rank the placements under six 
categories. This last study took approximately 10 minutes 
to complete. 

4.7.3 Results. The results are shown in Figure 10. A 
Friedman test yielded significant differences in every 
category (Action - χ2(3) = 14.05, p=.0028, Perspective - χ2(3) 
= 17.75, p=.0005, Environment - χ2(3) = 14.6, p=.0022, 
Together - χ2(3) = 29.75, p<.0001, Comfort - χ2(3) = 8.55, 
p=.036, Overall - χ2(3) = 11.15, p=.011). A Wilcoxon signed-
rank test with Bonferroni correction (p-value adjusted) for 
post-hoc pairwise comparisons gave significant pairs. 

4.7.4 Discussion. Shoulder was ranked best in five of six 
categories. From the interview, it was clear that mounting 
the 360-camera slightly in front of the shoulder allowed 
the remote user to see the environment in front of the 
local user as well as the face of the local user. The 
placement’s height was almost the same as the local 
user’s eye level. It was not affected by local user’s head or 
hand’s movement, while it was affected by the slight 
vertical displacement as the local user walked, which was 
also present in other conditions. Hand came second in 
terms of better understanding of user action and feeling 
being together. Participants found the camera’s height 
too low as our actor held the camera in a natural pose, 
just below chest level. Head came second for better 
perspective, comfort, and the overall preference. It was 
found slightly too high compared to the expected eye 
level. Back came first for better understanding of 
environment. Some participants found this condition 
amusing as they could observe the Giant from a 3rd person 
perspective. 

5 GENERAL DISCUSSION 

The results of our four-part study have shown that our 
GMC with 360-video sharing and tangible interaction 
satisfied all three design requirements. Part A found 
having either an avatar or a frustum significantly 
improved the overall experience of the collaboration 
through a 360-video, and having no visualization hindered 
the local user’s ability to notice the remote collaborator’s 
attention. These findings support R3, which require the 
system to provide an appropriate visual representation of 
the remote VR user so that the local AR user is aware of 
the attention and to improve the communication fidelity.  

The results of Part B and C showed that our GMC 
tangible interface offered mobility and flexibility for the 
local AR user to control the remote user’s view, which 

upholds R2. However, it also revealed the conflict between 
the Giant and the Miniature on their opposing preferences 
for level of control and view dependency. Part D validated 
our belief that the shoulder-mounted position (with 
handheld supported) of the 360-camera would be the most 
favorable for the remote VR user to see the local AR user’s 
face, action, and environment as required by R1. From 
these results, we give our design recommendations. 

5.1 Design Recommendations 

In this section, we share the insights for designing GMC. 
From part A, we recommend using both, an avatar 
and a view frustum, as they are complementary, but 
also offer an option to switch each of them on or off.  

From Part B and C, we have learned that the Giant 
preferred having full control of the Miniature, but the 
Miniature preferred independent viewing. This leads us 
to recommend a middle ground solution of Semi-
dependent (4DOF) control and viewing as a default 
mode. The Giant can still switch to Dependent (6DOF) 
mode, when full control is needed, and Independent (3DOF) 
mode, when the Miniature must take the lead. This view is 
similar to [40]. 

From part D, we recommend using a Protruded-
shoulder-worn mounting (Figure 1-a2) for mobility, 
stability (fixed to torso), convenience to install/remove the 
360-camera, being within the FOV of the Giant, and 
providing a good perspective of collaborator’s face and 
action. This mount can potentially be used with a gimbal 
for hardware stabilization and independent viewing. We 
believe that this is an improvement over a traditional on-
the-shoulder mounting [38]. 

5.2 Limitations 

Although the Giant-Miniature metaphor has a lot of 
promise there are shortcomings in the current work. First, 
Part B and C of our study could have been conducted 
together using dyads of participants instead of using an 
actor. We used an actor due to the concern for 
participants’ well-being and for better control of random 
variables that could affect the quantitative results. In Part 
B, we wanted the participants to have the freedom to hold 
and use the 360-camera however they liked, without any 
constraint or potential complaints from the VR user if 
they were also participants. For example, some 
participants were curious about the avatar and swung the 
camera around that could have increased simulator 
sickness of the VR user. We took note of these behaviors 
so that we could design better detection and prevention 
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for potential causes of simulator sickness. Our study 
design decision traded some of our qualitative findings for 
better quantitative results. In Part C, we used pre-recorded 
videos and tracking data to control the camera movements 
across all participants for the same level of experience. 

Second, our study did not include explicit cues, such as 
ray pointing. In fact, our system originally supported 
raycast pointing (explicit cue). However, as our focus was 
on the virtual representations (implicit cue) with minimal 
extra cues, we removed this feature from our study to 
minimize confounding factors. We believe that a raycast 
pointing feature would have improved performance, 
especially for the Study Part A. 

Third, we measured the latency of the 360-video stream 
to be M=0.75 s (SD=0.25). This was noticeable on the 
Frustum’s overlaid video displayed to the participants. 
However, the participants learned to quickly adapt to it. 
We believe that this latency will be reduced as the 
relevant technologies improve. 

Lastly, we used a VST-HMD in our study for its wide 
FOV (96°) to ensure that the virtual representations were 
visible to the participants. The camera frame rate was at 
90 Hz for comfort, but the output resolution was VGA 
(480p). The participants had no issue with the tasks given, 
however, for real world applications, an untethered 
optical see-through HMD would be more suitable. 

6 CONCLUSION AND FUTURE WORK 

In this paper, we presented a multi-scale MR collaborative 
system with two modes, Conventional Scale Collaboration 
(CSC) and Giant-Miniature Collaboration (GMC). In GMC, a 
local AR user, as a Giant, collaborates with a remote VR 
user, as a Miniature, through a 6DOF tracked tangible 360-
camera interface. We conducted a four-part study to 
evaluate GMC. Study Part A found both virtual 
representations, an avatar and a frustum, to be crucial for 
GMC. Part B showed that the Giant preferred full 
Miniature control. However, Part C found that the 
Miniature preferred independent viewing. Part D showed 
that the Protruded-shoulder-worn placement of the 360-
camera was most preferred for GMC. Based on the results, 
we recommended using both avatar and frustum for 
virtual representation, Semi-dependent (4DOF) control and 
360-video viewing, and a Protruded-shoulder-worn 
mounting as a default setting for GMC. 

This paper reported on a well-controlled quantitative 
study that focused on each component of GMC design. In 
the future we plan to conduct a qualitative study that 

observes the differences in communication behavior 
between CSC and GMC with dyads of participants instead 
of an actor on one side. Furthermore, we would like to 
evaluate them in the real use case with more complex 
tasks that involve real object manipulation. We are also 
interested in autonomous switching of virtual 
representations or camera control, based on the context of 
collaboration. Beyond MR collaboration based on HMDs, 
the idea of GMC can be applied to collaboration with 
typical mobile devices as well. A 360-camera mounted 
mobile device can display the remote user’s avatar and 
also serve as a tangible interface. The remote user can 
view the 360-video on a mobile device utilizing a built-in 
orientation sensor. 
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