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ABSTRACT
Security managers are leading employees whose decisions
shape security measures and thus influence the everyday
work of all users in their organizations. To understand how
security managers handle user requirements and behavior,
we conducted semi-structured interviewswith seven security
managers from large-scale German companies. Our results
indicate that due to the absence of organizational structures
that include users into security development processes, se-
curity managers unintentionally obtain a negative view on
users. Their distrust towards users leads to the creation of
technical security measures that cannot be influenced by
users in any way. However, as previous research has repeat-
edly shown, rigid security measures lead to frustration and
discouragement of users, and also to creative (but usually
insecure) methods of security circumvention. We conclude
that in order to break through this vicious cycle, security
managers need organizational structures, methods and tools
that facilitate systematic feedback from users.
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•Human-centered computing→ Empirical studies in
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1 INTRODUCTION
Starting with the seminal work by Adams and Sasse “Users
Are Not The Enemy” in 1999 [1], research in human-centered
security has often portrayed a tension between leading em-
ployees who are responsible for security in organizations
(we call them “security managers”) and employees whose
primary tasks do not involve security (we call them “users”).
Since then, a multitude of studies showed that users act inse-
curely due to the lack of user-centered security rather than
out of carelessness or ill will [2, 10, 12, 18, 20, 25, 34]. Ac-
cordingly, the negative perception of security by users (the
users’ side of the above-mentioned “tension”) arises from
conflicts between the requirements of their primary tasks
and unusable security measures. In this work, we are asking
the question: How does this tension arise on the side of security
managers, and what are its consequences?
The main recommendation of the user-centric security

research is that users and their working requirements should
be considered when developing security measures. But how
do security managers think of securing an organizationwhile
at the same time considering user needs? How can security
managers fulfill their task while being limited in their free-
dom of action by the organizational and personal context?
Security managers’ decisions influence all employees in an
organization and therefore, understanding how these deci-
sions are shaped is important.
There is little research on security managers’ attitudes

towards users, how these attitudes arise, and how they influ-
ence decisions in security development processes. To inves-
tigate the above issues, we conducted semi-structured inter-
views with seven security managers in large-scale German
companies. These companies belong to different industry
sectors and cumulatively employ about 680,000 employees
for whose security our respondents are responsible.

Our analysis shows that, paraphrasing the title “Users Are
Not The Enemy” [1], security managers are not the enemy
either. They think and act within their scope that is mainly
shaped by the organizational structures in place. As these
structures do not include users into the security development
process and promote a negative view on users, the resulting
security measures, although created with good intentions,
become unusable.
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2 BACKGROUND
Prior research on user-centered security in organizations has
mostly focused on how users perceive and interact with secu-
rity measures [1, 12, 25, 27–29], how they can be motivated
to comply [24, 35–37], on factors influencing compliance
[14, 28], as well as advice for security managers on how to
implement security in organizations [9, 19, 31, 33]. However,
there exists much less research regarding security managers’
approaches to developing and implementing security in or-
ganizations.

The existing research can be roughly classified into learn-
ing about security managers and helping them. In this sec-
tion we focus on what we know about security managers’
attitudes to the users and to the usability and effectiveness
of security, as this is the topic of our study. In the “Impli-
cations” section we connect our findings to the literature
that discusses how to help security managers in developing
user-friendly security.

In the past decade, several works compared security profes-
sionals’ attitudes to security with those of employees’ whose
primary tasks lie outside of the security domain [3, 23, 32].
Uniformly, the main finding is that values and security at-
titudes differ sharply between the two groups. Moreover,
both groups seem to know very little about each others’
values, views and everyday work realities, a situation that
Albrechtsen and Hovden call the “digital divide” [3]. They
found that whereas security managers consider users as a
security threat and want to control user behavior, the users
report that they are willing to protect their organizations,
but do not know how, or are hindered by poor usability of
security measures and policies.

Posey et al. [32] report very similar results from interviews
based on the Protection Motivation Theory. The employees
most often mention hackers as a threat, whereas security
professionals are most concerned about unintentional em-
ployee mistakes. Moreover, an overwhelming majority of
the interviewed employees found that the main obstacles to
compliance are restrictiveness and difficulty of security mea-
sures, but the security professionals greatly underestimated
these sources of non-compliance. The security profession-
als also expressed a desire to control user behavior: “The
professionals more than the [users] appear to believe in the
effectiveness of authority and enforcement.” [32, p. 561].
Hedström et al. [23] also note that information security

management is mostly based on a control-based compliance
model, meaning that user behavior has to be regulated. Based
on the assumption that users and security managers in or-
ganizations have different and sometimes conflicting val-
ues, the authors propose a value-based compliance model.
There, users are part of the security development process

and non-compliant behavior is seen as a cause for changing
and improving security management.
Although the above research describes the wish of the

security professionals to control the users, this issue is not
discussed in depth. Our study contributes to this research
stream by analyzing how the attitude of control arises.
Another issue uniformly documented in the above re-

search is the predominance of the one-way communication
with users, such that they receive security tools, guidelines
and policies from security practitioners, but do not have
possibilities to give feedback on security measures. Studies
that explicitly focus on security professionals document this
phenomenon as well.
For example, Botta et al. [13] and Werlinger et al. [38]

examine security professionals’ tools, activities and interac-
tions. In a case study on how security policies are created,
they document that users are not involved in the creation
of the policies, but just receive the resulting guidelines and
are supposed to comply, although they can also ask for a
revision of policies [38]. Thus, the communication with end
users is mostly one-way, such that security professionals do
not get feedback during the policy development phase.
Ashenden and Sasse [8] conducted five in-depth inter-

views with Chief Information Security Officers (CISOs) in
order to gain insights into the role of CISOs in establishing
organizational information security culture. They emphasize
that CISOs are unable to effectively communicate with the
employees and feel remote from them. Meanwhile, Haney
and Lutters [21] assert that communication skills and service
orientation are very important for security professionals’
successful engagement with users.
We further investigate the engagement of security man-

agers with users. In the following, we show how security
managers think about including users into the security de-
velopment processes, and what are the current impediments
to user-centric security development.

3 METHOD
Our empirical analysis is based on interviews with seven IT
security managers. Our respondents are leading employees
of five large-scale German companies that in total employ
about 680,000 employees.1 As recruiting high-level managers
for a study is challenging due to their highworkload and poor
reachability for outsiders, we used snowball sampling. Three
former colleagues put us in touch with security managers
of their organizations, who in turn recommended further
colleagues from their or other organizations. Table 1 presents
details regarding the respondents’ industry sector and job

1The number of employees is reported cumulatively for the anonymity
reasons.
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title. All respondents hold a leading position within the IT
department of their company.

We conducted exploratory semi-structured interviews us-
ing the following open questions:

• How are security goals developed in your company?
• How are security measures developed?
• What is the role of the users in the security develop-
ment process?

We sent these questions to our participants in advance so
that they could familiarize themselves with the topic.
All interviews were conducted by phone, except for one

which was conducted personally. Data material included
371 minutes of raw audio data. Audio recordings were tran-
scribed and approved by the respondents. All data were
stored and processed in accordance to the German data pro-
tection laws. The participants provided an informed consent
to the data processing.

Data analysis employed techniques elaborated on byCorbin
and Strauss [17]. The interview material was first coded by
two researchers independently, creating codes and memos.
After a general picture of the data material was established,
the findings were discussed, designing a final coding scheme.
This coding scheme featured three major categories, which
now represent major points of our argument: attitudes, prac-
tices and context. The category “attitudes” entailed codes
that marked interviewees’ attitudes towards various phe-
nomena, such as security, threats, or usability. The category
“practices” included codes for descriptions of the way secu-
rity measures are designed and how the users are implicated
in these processes. The codes in the category “context” re-
ferred to interviewees’ context for action in organizations,
i.e., explicit or implicit rules on how things can or have to
be done in a specific organization.
After the material was coded, we condensed this mate-

rial to case descriptions. One case represents one interview.
Through joint analysis and discussion, we decided what is
most relevant to a case, considering factors such as: the
length and degree of detail an interviewee dedicated to a
topic, the importance an interviewee assigns to that topic,
what we understand from the interview text to be the typical
context of actions for this security practitioner. Thus, a case
description is a condensed form of the interview, achieved
through abstraction. These case descriptions lent the basis
to compare the material and led us to our results.

4 FINDINGS
We describe the process of security development in organiza-
tions with close attention to the role of users in this process,
including the views of the security managers regarding us-
ability, and their understanding of user behavior.

The role of users and usability in the development
and evaluation of security measures
None of the companies reportedly include considerations of
users’ goals and daily workload at the point of conceptual
design of security measures, although the importance of us-
ability for security is salient to our participants: “I’ve come
to believe that a high level of security can only be achieved
through a combination of measures which do not restrict us-
ability. And therefore are not perceived as disturbing.” (P6)

While the importance of usability is stressed in the major-
ity of interviews, participants also stated that organizational
structures to support the consideration of usability are miss-
ing: “There are no special surveys, which are conducted in
advance to assess whether features are suitable for most of
the users. The [security] team is making the decisions and is
responsible for it.” (P4)
Organizational structures refer to relatively stable rules

which would enable security managers to design security in
a user-friendly way. The existence of such structures would
imply that there are certain methods, for example for require-
ments engineering, or for getting systematic feedback from
the users. These methods might be supported by tools (e.g.,
an online platform for getting feedback).
Only the company of P5 tried to include users into the

development process of security measures as beta testers:
“We have tried [the security solution] in a pilot study to see
how [the users] work with it and how satisfied they are.” (P5)
User feedback was very negative, such that this security
solution was rejected, and the company started looking for
a replacement.

In the other cases, however, security measures are tested
through regular use: “There is no official evaluation. But we
see it indirectly by receiving all these requests, this means
that we see relatively quickly how many users are satisfied or
dissatisfied with the security measure.” (P1) We note that P1
implicitly assumes that if the users do not complain, then
they are satisfied.

Feedback concerning existing measures is received sporad-
ically and through indirect channels, such as word of mouth,
company owned social media or a helpdesk. This feedback
is usually negative, e.g., a use case does not work anymore
due to new security measures, or an operation takes more
time and effort because of new security settings.
Managers feel frustrated and powerless, because they

don’t know how to account for usability in a systematic
way, and there is no organizational support: “What is now
hanging on the walls are posters with “design thinking” [...].
That’s why we have this great “security made easy” blah. This
is of course always a nice management promise, but how to
implement it?” (P6)
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Industry Job Title Participant number
Technology Group Security Manager P1
Healthcare Security Manager P2, P3
Telecommunication Project Security Manager P4, P6
Consulting Senior IT Consultant P5
Semiconductors Managing Director P7

Table 1: Industry sector, position in the IT department of their organization and participant number.

Perception of users by security managers
Knowledge about users is built through observation and is
generally based on participants’ own interpretation (or the
shared understanding between colleagues) of how users act
and what users need: “When I meet my colleagues, I watch
how they are using [a system]. How do they act? Then I get a
feeling if they ever intend to update their device. Or do I have
to educate them?” (P4)
The perception of users is based on a feeling of distrust,

which is rooted in three main ideas:
(1) Corporate security plays a minor role for users: “The

user says: information security again, this is just hinder-
ing me.” (P2)

(2) Users act out of self-interest, and the fulfillment of
security tasks does not provide any use for them: “Each
individual, whether he admits or not [...], is always going
to act in the direction: What’s in it for me?” (P6)

(3) Users act insecurely and are therefore the primary at-
tack vector: “Out of hundred people there are guaranteed
two clicking [on a phishing link]. If I wanted to attack a
company, I would take on the user.” (P7)

To summarize, users are broadly viewed as volatile ele-
ments, hard to control but in need of control (and education).
They are assumed to have objectives different from the orga-
nizational goal to secure its information. This difference in
goals is a constant, no matter whether the user is described
as someone egoistically following their own interest, plain
naive or just preoccupied with the successful completion
of their daily workload. Users are viewed as fundamentally
disinterested in, lacking understanding of or even showing
disregard towards organization’s security.

Since feedback to security measures received by the man-
agers is indirect, impersonal and negative, the view that the
user is someone who makes the creation of security diffi-
cult and has no concern for the security objectives of the
organization is reinforced.

Coping with user behavior
The feeling of distrust results in the opinion that users have
to be monitored and controlled in order to achieve compliant
behavior. This goal is reached by implementing technical se-
curity measures that allow the security managers to monitor

and to actively influence user actions. For example, MDM so-
lutions2 provide the possibility to check whether employees
have changed settings, such as activating debug interfaces:
“Depending on the settings which were changed, [we are able
to] wipe all company data from the device, which would be the
worst case, or just disable email.” (P1)

Organizationalmeasures (such as guidelines) are perceived
as less effective, as compliance with them cannot be enforced.
Although not complying with organizational measures can
be penalized, this possibility might induce users to conceal
their behavior: “And if the only benefit [from complying with
security policies] is to not get a written warning, then they will
conceal [their non-compliant behavior].” (P6)
In summary, users are considered to be fundamentally

uncontrollable and might, despite all security measures, still
fall into traps set by the attackers. While users show little
interest in security measures, those security measures still
need to be legitimized. If a security measure is not up to
their taste, they will “man the palisades” (P6). Thus, users are
(not very cooperative) partners in establishing (never fully
secure) security measures.

5 IMPLICATIONS
We present a security development cycle that reflects our
findings, discuss our results in the light of related work and
outline future research directions. Finally, we discuss limita-
tions of our study.

Missing structures lead to negative perception
The interviews indicate that security managers consider
users when designing and implementing security measures
in an incomplete and indirect way. Users are not included in
a structured, organized process, as there are no such struc-
tures in place. While security managers recognize the need
to provide usable security, they do not know how to do this.
Understanding what exactly makes a security measure

usable in the context of an employee’s workload is a com-
plex endeavor that requires adequate skills, organizational
structures, methods and tools. The organizational produc-
tion of security we found in our interviews leaves security

2MDM means Mobile Device Management, which is a security solution for
corporate smartphone usage.
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Figure 1: Security development cycle as emerged from the
interview analysis

managers to their own devices and necessarily reliant on
incomplete information.
We visualize the process of security development as de-

scribed by the interviewees in Figure 1. When security mea-
sures are put in place, managers receive user feedback. As
the users are not actively and systematically asked for feed-
back, this feedback is most likely unstructured and negative,
reporting problems and expressing dissatisfaction. When
confronted with the negative feedback, security managers
perceive users as uninterested in security, and lacking under-
standing and motivation to behave securely. This negative
view on the users results in the wish to control the users
as much as possible by means of rigid technical security
measures. Those security measures, in consequence, have a
negative impact on the effectiveness and efficiency of users’
tasks and therefore result in negative feedback.
By unpacking security development process in this way,

we highlight how the lack of user feedback is connected
to the wish of security professionals to rigidly control user
behavior. Although both phenomena, the absence of two-way
communication between users and security professionals,
and the controlling attitude, are extensively documented
in related work [3, 8, 23, 32, 38] (see also the “Background”
section), previous work does not make their relation explicit.
Coles-Kemp et al. [16] point out that trust and collabora-

tion are essential for effective security. Thus, the controlling
attitude of security professionals, as well as the absence of
a dialogue with the users are definitely counter-productive.
In the following, we investigate how to break through the
vicious cycle described above.

Security as an Organizational Learning Process
We connect our findings to the organizational learning the-
ory by Argyris [4, 5]. According to our analysis, security
managers and their organizations seem to be in a single-loop
learning situation with regard to security. This situation
is characterized by a unilateral definition of security goals
through managers. The managers also develop means to

achieve the intended goals. If the goals are not achieved, the
organization in general and the security managers specifi-
cally change their methods in a way that should (hopefully)
result in the initial intended goals. Thus, the organizations
learn from unintended results (that can comprise security
incidents or negative employee feedback) and try to improve
their actions, but do not challenge their security objectives.
Development of security measures should become more

efficient if the organizations move to double-loop learning
which is characterized by going further than just adapting
the means and methods. Instead, the organization and the se-
curity managers should evaluate whether their security goals
are appropriate for achieving the intended consequences. If
not, the initial goals have to be changed. Such changes, al-
though they may include major changes in organizational
security, are the only possibility to develop effective security.
However, double-loop learning has a non-trivial cost in

time, resources and expertise, according to Argyris’ account
of his lifelong experience with action research on organiza-
tional change [6]. At the roots of the double-loop learning
model are “valid information, informed choice, and vigilant
monitoring of the implementation of the choice in order
to detect and correct error” [6, p. 22]. Especially collection
of valid information about organizational security and the
subsequent monitoring of the implementations can be very
resource-consuming. Current research in effective organiza-
tional security presented in the next section seems to cor-
roborate this assumption.

Ways of Creating Effective Security
Hedström et al. [23] directly ground their value-based com-
pliance model in the organizational learning theory. They
assert that values of security managers, when imposed on
employees by means of security policies and measures, con-
stitute for them the “espoused theories”, i.e., ideal theories
of action that are not followed. The employees, on the other
hand, act according to their “theories-in-action” that embed
their professional and personal values. For example, in a hos-
pital, the value of providing efficient patient care compels
nurses and doctors to write some passwords on the wall, or
share accounts with each other. The authors discover value
conflicts in the hospital environment through an interview
study, several observational studies and three expert panels.

Considering research on developing tools for securityman-
agers, Parkin et al. [30] developed and tested mockup proto-
types with focus on the management of password composi-
tion policies to help security managers to integrate security,
usability and an economic perspective on information secu-
rity policy management. Unfortunately, we are not aware of
a real-world tool with similar capabilities. This may be due
to the difficulty of populating such tools with realistic and
useful data for decision making.
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Beautement et al. [9] developed a methodology that helps
organizations to assess their security culture including pre-
vailing security attitudes and behavior using interviews and
a scenario-based survey. Identifying different user groups
can be used to inform targeted interventions, plan further
training and thus increase the organizational security level.
This approach fits well into the requirement of the double-
loop learning for gathering valid information.

Another promising approach for gathering data about inef-
fective security mechanism is the “shadow security” method
by Kirlappos et al. [26]. Through analysis of interviews with
around 100 employees in a multinational organization, re-
searchers gather information about workarounds that the
employees use when they want to work securely, but the
security measures offered by the organization turn out to be
unworkable in a particular situation. This method can lead
an organization to reconsidering its security processes and
co-design them with user participation.

Considering participatory security design, a question arises
how to choose employees for the engagement in security
feedback and design. One possibility is, according to Becker
et al. [11], to find “security champions” in an organization. Us-
ing a scenario-based questionnaire developed by Beautement
et al. [9], the researchers identify various types of employ-
ees who have the potential to be valuable allies in creation
of effective security. Those are not only users that blindly
follow the security policies, but also those who criticize or
circumvent them.
Heath et al. [22] describe a participatory security design

process where a system and its security were physically
modeled using LEGO. Coles-Kemp [15] describes further
techniques for creative security, called “collaborative collage”
and “storytelling”. All these techniques require a skilled fa-
cilitator. They can be used to emgage various stakeholders
with different security perspectives and with each others’
goals and values.
Ashenden and Lawrence [7] report on the iterative de-

velopment of a “security dialogues” workshop for security
professionals. A workshop comprises three days of intensive
training. This endeavor is directed at mitigating the core
problem in today security development: it teaches security
professionals skills needed to engage with the users.

Research Directions
Current research in effective organizational security provides
some excellent examples on how to organize double-loop
learning in security. However, the application of these ap-
proaches by security managers seems to be beyond their
skills and possibilities. Previous research [3, 7, 8] as well as
our study show that security practitioners feel rather helpless
when they are asked to engage with the users. This is not sur-
prising as, according to the current research presented above,

this engagement requires extensive “people skills” [21] as
well as non-trivial expertise in usable security, such as in-
terview and survey conduction and analysis, ethnographic
observations or participatory design techniques.
This situation is similar to the situation of the users 20

years ago [1]: they were required to possess security skills
that were beyond their human capacities, skills and work
realities. The field of usable security moved forward since
then, such that security professionals now take the responsi-
bility for producing effective security. However, they cannot
proceed without appropriate help. They need organizational
structures, methods and tools that facilitate systematic en-
gagement with the users. One of the most important research
directions for future work is to conceptualize and develop
these structures, methods and tools. An accompanying re-
search question is: what skills should be realistically required
from security managers to use these methods and tools?

Finally, returning to the double-loop learning, Argyris [5]
states that the organizational change must start on the top
managerial level, as otherwise the changes will not be sta-
ble. Thus, future research should investigate what level of
commitment is required from the top management in order
to implement effective organizational security.

Limitations
Our data analysis is based on interviews with seven IT secu-
rity managers from large-scale German organizations. This
limited amount of interviews makes the study explorative
in nature. That said, we think that our results can show the
breadth of factors in play (without making claims about their
quantitative representativeness). While it is not certain if
theoretical saturation was reached, we found little variety in
our sample concerning major themes. We also think that it
is likely that our results apply outside of Germany, as most
considered companies operate internationally.

6 CONCLUSION
We showed how missing organizational structures for in-
cluding users in the security development process lead to a
negative perception of the users by security managers, and
thus to a control-oriented approach rather than to a user-
oriented approach. Implementing organizational structures
for developing user-centric corporate security and providing
security managers with appropriate methods and tools is an
important research direction that needs future development.
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