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Figure 1: (left) PaCaPa is a handheld device with two wings that open (a) and close (b) to render a sense of pressure on the palm
and fingers when the virtual tool in a user’s hand makes contact with virtual objects. (right) Our device can render a target
object’s size with different open angles when the hand is wielded in the same way.

ABSTRACT
We present PaCaPa, a handheld device that renders haptic
feedback to a user’s palmwhen the user interacts with virtual
objects using virtual tools such as a stick. PaCaPa is a cuboid-
shaped handheld device with two wings that open and close.
As the user’s virtual stick makes contact with a virtual object,
the wings open by a specific angle to dynamically change
the pressure on the palm and fingers. The open angle of the
wings is calculated from the angle between the virtual stick
and hand direction. As the stick bites into the target object,
a corresponding feedback force is generated. Our device
enables three kinds of renderings: size, shape, and stiffness.
We conducted user studies to evaluate the performance of
our device. We also evaluated our device in two application
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scenarios. User feedback and qualitative ratings indicated
that our device can make indirect interaction with handheld
tools more realistic.
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1 INTRODUCTION
The present computer graphic and display technologies make
the VR experience more realistic visually. In these VR spaces,
users can not only watch, but also interact with objects in
the scene. However, the lack of haptic feedback reduces a
sense of presence. Generally, vibrotactile feedback is used
as a method of haptic rendering. Although it can notify the
collision and supports delicate manipulation [7], vibrotactile
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feedback is more often used as a notification of collision and
is not suitable for continuous touching. In addition, rendering
by vibrotactile feedback is very limited and can be insufficient
for rendering information such as shape and stiffness.

Researchers have developed various other haptic devices
that go beyond simply using vibrotactile feedback to solve
this problem. Researchers have proposed wearable devices
and encountered-type haptic display [6] solutions. However,
wearable devices, such as exoskeleton gloves, can be a disad-
vantage for users to wear, and the area in which the equipped
device can move is limited. To solve these problems and to
easily render haptic information, handheld-devices have re-
cently been developed. However, most of these devices are
proposed for bare-handed interaction in VR.

In this paper, we focus on indirect interaction. In a virtual
environment, users often hold a tool in their hand such as
wielding a sword or a bat in a sports training. We refer to this
type of interaction that a user experiences by making contact
with an object via a handheld tool as tool-based interaction
or indirect interaction. By focusing on this interaction, it
becomes natural for users to hold a device.
We present PaCaPa as a new handheld device for VR in

tool-based interaction. PaCaPa is a device with two wings
which open and close to give dynamically changed pressure
to the palm and fingers. The device is designed to enhance
the experience of making contact with objects in tool-based
interaction by giving the same pressure as would be sensed
in a collision. The name of the device, PaCaPa, is an acronym
of Prop that Alters Contact Angle on PAlm. In addition, it
relates to the Japanese expression of sound that occurs when
the device’s wings open and close: “pacapaca”.

In the following section, we describe the previous work on
VR haptic devices. We then present the design and implemen-
tation of our device and describe studies that we conducted
to evaluate our proposed device. The results of our study
indicate that our device can render realistic size, shape, and
stiffness of a target object by giving a pressure sensation to
a user’s palm and fingers. In addition, we list some examples
of applications that feature our device and discuss the users’
comments and feedback.

This paper provides the following core contributions:

(1) A concept to present a sensory perception of pressure
generated when the handheld tool bites into a target
object to render the collision in virtual space.

(2) Design and implementation of PaCaPa, a handheld
haptic device for tool-based interaction.

(3) Results of user study with tool-based interaction using
our device. The results suggest that the participants
can recognize relative size differences, distinguish ba-
sic shapes, and discern hard and soft objects with our
device.

2 RELATEDWORKS
Wearable Haptic Device
In VR applications, a user often interacts with virtual objects
using his/her hand. Giving haptic feedback to the user’s hand
when the user touches something is a basic idea.Using a wear-
able haptic device is one simple solution to rendering haptic
information. Wearable haptic devices can be divided into
two main categories, namely exoskeletons [5, 13, 22, 27, 28]
and finger-mounted haptic devices [8, 9, 24, 32]. Exoskele-
tons are devices that cover the user’s hand and provide force
feedback to the fingers. Although these devices can present
haptic feedback directly, they require the user to spend a
certain amount of time putting on and adjusting the devices.
In addition, the device is costly because many actuators are
required for one device. Finger-mounted haptic devices have
been developed with the idea of attaching devices on the
fingers to simplify the device design. This reduces the cum-
bersome process of wearing a device on the hand but still
requires an additional attachment to the hand.

Encountered-type Haptic device
Grounded devices [2, 15, 18, 21] are another solution that can
realistically render virtual objects without troubling users
with the process of putting on and wearing the device. In
these devices, the base of the device is attached to something
in the environment and the user grasps a part of the device
that is connected to the base with a joint or a string. When
users hit a virtual object, the device gives a kinesthetic force.
In this way, the device can render a bigger force and an area
that the user cannot invade in virtual space. However, since
the device is environmentally grounded, the area that the
device can render is limited. Non-grounded encountered-
type haptic displays [26, 31] are proposed to solve this area
limitation problem. These encountered-type haptic devices
can render shape, but the fact that they require a large and
heavy apparatus is still a shortcoming.

Handheld Haptic Device and Tool-based Interaction
Handheld haptic devices are currently being explored as a so-
lution to the troublesome setup and the immobility problem.
Vibrotactile feedback is one of the most used types of haptic
feedback given when the users interact with a virtual ob-
ject using the device. However, this kind of feedback is only
used for touching or notification of contact and cannot pro-
duce the real contact and resistance forces generated from
the contact. Some devices [4, 10, 29] attach a mechanism
that renders the surface of the virtual objects or a resistance
force for the fingertip, but these limit the pose of the hand
and sometimes cause conflict between the virtual and real
hand pose. Some devices focus on tool-based interaction by
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adding a haptic feedback mechanism to the tool-shaped de-
vice [12, 14, 17, 19]. This makes the real pose and virtual pose
consistent, but the application is limited to one kind. Pupop
[25] and Virtual Mitten [1] enhance the grasping experience,
but some interactions such as hitting are not supported.

In this paper, we focus on tool-based interactions such as
hitting an object with a stick-shaped tool. There are many
VR applications for tool-based interactions as well as bare-
handed interactions. We present a handheld device that pro-
vides ease of wearing, supports various uses in tool-based in-
teractions, and creates substantial resistance force produced
by contact. There are some devices that can render the force,
such as torque, pulling force, and shear force applied to the
tool [3, 23, 30], but these are not enough to express a sense
of collision. We focused on other forces and created a device
which is simple and easy to integrate with other devices to
create a more realistic experience with the combination of
haptic feedback. Some devices can render the property of the
tool itself, such as weight and shape [20, 25, 33] and we be-
lieve that changing the form of the tool with relative posture
and position can create haptic feedback in tool-based inter-
action. HapMAP [16] uses a box-shaped device which can
give a sensation of a handrail by changing the direction of
the box to help users navigate. We used a similar mechanism
but focused on the relative posture and pressure.

3 DESIGN AND IMPLEMENTATION
When we interact with an object by touching or hitting it
with various tools, including sticks and swords, we receive
haptic sensations. For example, assume there is a hard cube
in front of a person and he/she is trying to hit the cube with
a stick. When the stick touches the cube, he/she senses vibra-
tion. If he/she keeps hitting the cube with the stick, he/she
will feel pressure on his/her palm since the stick cannot go
the way he/she may have intended it to go. Users will feel the
stick rotate in the opposite direction to user’s intention to
move with their holding hand as an axis. In VR applications,
users often have a stick shaped tool in their hand, such as
a sword or a racquet. If users have the tool in their hand
and interact with an object in virtual space, the same re-
sponse should occur. To implement this touching sensation,
we created a box-shaped device which represents the part
of the stick held by the user. The device has two wings that
can open and close, providing for a sense of pressure to be
created when held in the user’s hand.

Hardware Design
The final design of our device is shown in Figure 2. To build
the mechanism that allows wings open and close, we used
one servo motor (TowerPro 9g digital servo SG92R) for each
wing. These two servo motors were mounted in the box and

Figure 2: Exploded view of 3D model showing components
of PaCaPa.

Table 1: Technical specifications of our device

Variable Value
Weight 65 g
Max Speed 0.1 sec / 60deg
Torque 2.5 kg / cm
Dimensions 32 mm × 32 mm × 70 mm
Power Consumption 6 V

the wings were attached to the motors. Both the base and the
wings were 3D-printed and made of PLA (polylactic acid).
By manipulating the two motors, the wings can open and
close in a range of 0 to 90 degree. This hardware design
imitates part of the stick so that the user can hold it like a
stick. As the wings open, the device gives pressure to three
fingers, namely the middle, ring, and smallest finger as well
as to the skin between the base of the index finger and the
base of the thumb. These areas of sensitivity are based on
the observations relating to the pressure that is felt when
holding and using a stick and hitting something.

We expect the device to be wireless in the future. For the
sake of simplicity and rapid implementation of the prototype,
we used an external power supply. The latency of PaCaPa is
50 ms. Other detailed specifications are shown in table 1.

Software Architecture
The basic software architecture is shown in Figure 3. We
used a microcontroller (Arduino UNO) to control the two
servo motors in the device through pulse-width modulation
(PWM). A Unity 3D game engine is used for rendering the VR
applications. We used USB serial communication to connect
the microcontroller and PC at a baud rate of 9600. The Unity
3D game engine handles the communication with the device
and determines the wings’ angle.
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Figure 3: Software Architecture of PaCaPa.

Integrating device and VR
Due to the fact that there is a gap between the area that the
hand can move in reality and the area that it can move in
the virtual environment, it is not sufficient to simply ren-
der a virtual stick according to the position of the hand
and the rotation. Therefore, we established a method to cal-
culate the position and direction of the virtual stick using
the constraint-based god-object method [34] as a reference.
In our method, we made use of a hand-based stick and a
god-object. A hand-based stick is one that renders in corre-
spondence to the hand position and direction. A god-object
is a virtual stick that does not penetrate the target object and
is in the same location and rotation as the hand-based stick
when the hand-based stick is not in conflict with target ob-
jects. When the hand-based stick hits the object for the first
time, we determine whether the stick penetrates the target
object if the stick moves from the god-object location to the
hand-based stick location. If it hits anything, the god-object
is put at the new collision point calculated from connecting
the hand-based stick and te god-object. The god-object is cal-
culated to intersect the new collision point and hand position.
If it does not hit anything, the god-object starts to follow
the hand-based stick. The virtual stick is always rendered at
the point of the god-object. The degree of the device’s wings
corresponds to the angle between the hand-based stick and
the virtual stick (Figure 4). This allows for a stronger sense
of pressure as the stick connects with the target object.

4 EVALUATIONS
We designed three studies to evaluate our proposed system.
As discussed in the related works, the properties often ren-
dered with haptic devices are size, shape, stiffness, texture,
and weight. Among these properties, we focused on size,
shape, and stiffness, which is entailed in the application that
users touch or hit with the handheld tool.

User Study1: Rendering Size
For this study, we intended to achieve an understanding of
rendering size with PaCaPa. Therefore, we allowed partici-
pants to hold PaCaPa in their hands and explore an empty

Figure 4: (left) When the hand-based stick touches nothing,
the virtual stick follows the hand-based stick. (right) When
the hand-based stick penetrates target object, the virtual
stick is positioned to not intersect the objects. The open an-
gle presented by PaCaPa corresponds to the open angle of
hand-based stick and the virtual stick.

virtual environment by touching and hitting cubes of various
sizes with the virtual stick. The participants were then asked
to identify the size of the target cubes using only a pressure
sensation as presented by PaCaPa.

Participants. There were 18 participants recruited (10 male
and 8 female), ages 18 to 54 (mean = 29.7). Sixteen partic-
ipants were right-handed. Each participant received a $9
(¥1,000) Amazon gift card for their participation in the study.

Experimental Setup. As for apparatus used in the experi-
ment, we prepared a Head-Mounted Display (HMD) and the
PaCaPa as well as a controller for the input of size values. To
get the position and rotation of the hand, we also prepared a
tracker that could be attached to the back of the participants’
right hand. The HTC Vive HMD, tracker and controller were
used to present the virtual reality content. The participants
wore an HMD on their heads and a band with a tracker on
their right hand while holding the PaCaPa in the right hand
and a controller in the left hand.

Method. In this study, the size of cube was changed while
the distance between the closest side of the cube and the
sitting position was fixed (Figure 5). The distance to the
participant’s feet is 1 meter. There are five cube sizes (0.5,
0.75, 1.0, 1.25, and 1 meter on each side). We showed a cube
with the size of 1 meter in the training session.

We also changed the direction in which the device was
held. By adding these conditions, we intended to clarify how
participants perceive when there is an inconsistency between
the haptic stimuli and visual presentation. We allowed the
participants to hit the cube from the upper side. Therefore, 0◦
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Figure 5: Cubes of five sizes are presented in study 1.

means the direction of the given sense of pressure matches
the visual input. There were five patterns of size, three of
device direction (0◦, 90◦, 180◦) and a total of 15 samples.

Procedure. At the beginning of our study, a training ses-
sion was held to allow participants to become acquainted
with the manipulation of the controller and virtual stick. Par-
ticipants held our device in their right hands at a direction of
0◦. A blue and red target cube were shown in VR space. The
size of blue cube corresponded to participant input. Partici-
pants were taught to input the values using the controller.
The participants could also see the stick and the virtual hand
in the right hand in VR space. Participants were asked to hit
and press against the cube from the upper side, for presenting
tactile feedback correctly. Participants were informed that
the target cube and stick would not be rendered in testing
sessions and that the hand corresponded to the right hand
in reality. This means that the direction of the virtual hand
did not match the stick direction in the virtual environment.
Participants were then asked to practice thoroughly during
the training session.
During the testing session, only a blue cube and virtual

right hand were rendered. In this way, participants could
predict the cube size using only a tactile cue. In addition, the
hand could help participants to get an idea of the distance to
the cube. Before the start of each trial, the device was placed
on the participant’s hand in a specific direction. As there
was no time limitation in each trial, participants were asked
to explore the virtual environment until they had enough
confidence about the size of the red cube. Then, the next
step was to change the size of the blue cube to match the
size that the participants assumed the red cube was and then
proceeded to the next trial. All trials were randomized.

Results and Discussion. Figure 7 shows the sizes perceived
by participants with the device held in the right hand, giving
a sense of pressure for a specific direction. The size represents
the side length of the cube. A linear approximation was
plotted as calculated from the least squares method. Each
linear plot can be represented as
(1) 0◦ from correct device direction

Figure 6: Pattern of device direction used for study 1. De-
grees represents the rotation degree from the direction
which the device can render the haptic stimulus correctly.

y = 0.832x − 0.0639
(2) 90◦ from correct device direction

y = 0.884x − 0.110
(3) 180◦ from correct device direction

y = 0.804x − 0.0708

The correlation coefficient is 0.856, 0.848, 0.804 and the co-
efficient of determination is 0.734, 0.719, 0.733 for 0◦, 90◦,
180◦.

The result indicates that our method can tell the relative
size even though the size is not precise. This result does not
change according to the direction of the pressure stimulus.
However, some participants remarked that they felt a strange
feeling relating to the stimulus in some trials. P12 said “I was
surprised at the reality of hitting the cube with the stick but
I sometimes felt the gap between visual and tactile stimulus
when device direction was changed”. This suggests our partic-
ipants can recognize size even though the stimulus direction
does not match the visual direction because they only care
the absolute degree, but the sense of realism decreases.
There is an interesting tendency for the participants to

perceive the cube as being smaller than actual size. This
is because PaCaPa does not provide stimulus when partici-
pants just touch virtual object and start opening when the
stick bites into the object. Another interesting comment that
we received from participants was that the object they per-
ceived were not exactly shaped as a “cube”. Some said that
the perceived height was longer than the width. Some also
mentioned that the cube was not symmetrical. In this study,
we only tested the height perception, but these comments
suggest that height and width perception via indirect inter-
action may differ.

User Study 2: Rendering Shape
Since the result of study 1 shows that the direction of pressure
given by the device does not influence size perception, we
hypothesized that participants would be able to distinguish
shapes without the instruction of hand wielding direction.
We conducted two user studies to see whether the participant
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Figure 7: Perceived size versus actual size. The direction of
the device is 0◦. Error bars indicate 95% bootstrap confidence
interval.

could distinguish shape only with tactile cues in user study
2.1 or with both tactile and visual cues in user study 2.2.

Participants. In study 2.1, 12 participants (8 male and 4
female) were recruited, ages 18 to 54 (mean = 30.3). In study
2.2, 14 participants (10 male and 4 female) were recruited,
ages 18 to 43 (mean = 29). All participants in each experiment
are right-handed. Each participant received a $9 (¥1,000)
Amazon gift card for their participation in the study. Note
that four individauls participated in both experiments.

Experimental Setup. We used the same setup for the ap-
paratus as used in study 1 including an HTC Vive HMD,
controller, tracker, and our proposed device.

Method. Weprepared three shapes for three different (height,
width) pairs (Figure 8):

• square - (1, 1), (1.25, 0.75), (0.75, 1.25)
• circle - (1, 1), (1.25, 0.75), (0.75, 1.25)
• triangle - (1, 1), (1.25, 0.75), (0.75, 1.25)

Procedure. Similar to in study 1, both a training and testing
session took place and there was no time limitation for all
trials in studies 2.1 and 2.2. During the training session, the
target shape was placed in front of the participants. The
participants could see his/her hand holding a stick in their
right hand. The participants could change the shape of the
target object using the controller. The participants could try
three shapes with the size of (1, 1) in the testing session.
Participants were allowed to become acquainted with the
use of the controller for manipulation and stimulus.
During the testing session of study 2.1, similarly to the

first study, only a virtual hand representing the real hand was

Figure 8: Shapes presented in study 2.

shown in VR space. The stick and target object became trans-
parent. Participants were asked to explore the VR space with
a transparent stick and to describe the shape they perceived
from the nine shapes using the controller.
During the testing session of study 2.2, both the hand

and target object were shown in VR space. However, the
tactile stimulus from PaCaPa did not always match the visual
stimulus. Participants could switch visually shown shapes
using the controller and were asked to identify the visual
shape that matched the shape represented by the tactile
stimulus.
In both studies, every shape was tested in random order

for a total of nine samples.

Results and Discussion. The results are summarized in a
confusion matrix on Figure 9 and 10. As Figure 9 shows, the
shapes with the highest percentage participants answered
are mostly correct, but the percentage itself is not signifi-
cantly high with the lowest being 25. This is due to the fact
that having no visual cues made it difficult for participants
to identify the point at which stick makes contact. As P10
mentioned, “it is hard to know the dimensions of the shapes
since there is nothing shown in VR space and that makes it
even harder to know the point at which I am touching”.

This reasoning is also supported by the result of study 2.2.
The overall percentage of success in predicting the correct
shape is increased. However, some of the percentages are still
low, with the lowest being 50. As the comment from study 1
shows, the perception difference of height and width affects
the result. If the height and width are ignored and only the
primitive shape prediction is considered, percentages are
76.2, 79, and 81 for square, circle, and triangle, respectively.
P14 commented that “I can know whether I am touching the
edge or side”. This also proves that participants can distin-
guish between three basic shapes.
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Figure 9: Confusion matrix showing the result of study 2.1.

Figure 10: Confusion matrix showing the result of study 2.2.
Comparing with the Figure 9, the percentage predicting cor-
rectly is much higher.

User Study 3: Rendering Stiffness
We intended to investigate whether our device can give real-
ism in the perception of soft and hard objects.

Table 2: Variable used in equation 1

Variable Description
v Speed of tracker attached to the hand.
d Distance from the collision point.
di f Distortion of mesh from original position.
sF Elastic force (constant). We defined as 10 here.
c Damping force (constant). We defined as 5 here.
t time.

Participants. There were 12 right-handed participants re-
cruited (8 male and 4 female), ages 18 to 41 (mean = 28.3).
Each participant received a $9 (¥1,000) Amazon gift card for
their participation in the study. Note that all participants in
user study 3 had done user study 2.2.

Experimental Setup. We used the same setup for the ap-
paratus used in study 1 and 2 including HTC Vive HMD,
controller, tracker and proposed device.

Method. We used two-alternative forced choice (2AFC)
tasks. We prepared five patterns of angle representation of
the device and five patterns of visual deformation.
We changed the angle presented by multiplying gain to

the original angle calculated from our method. Five gains
were tested: 0, 0.25, 0.5, 0.75, 1. Zero means the wings never
opened even when the stick hit the object. One means that
the presented angle is the angle calculated from our method.
We did not test gains greater than 1 since we thought unnat-
ural to present angles greater than an angle calculated from
our method.
As for visual deformation, we deformed the cube at the

collision point so that the cube seemed soft. We changed
each mesh of the cube with the following calculation [11]:

(
kv

1 + 1000d2 − di f · sF · ∆t) · (1 − c · ∆t) · ∆t (1)

k is the visual deformation parameter that was varied. We
tested five patterns for k : 0, 0.25, 0.5, 0.75, and 1. Zero means
there is no deformation. A larger k corresponds to a larger
deformation, which means the softer the cube is perceived.
Other parameters in the equation 1 are described in table 2.

Procedure. Both a training and a testing session took place,
and there was no time limitation for all trials. In both the
training and testing sessions, a cube was shown in front of
participants.

In the training session, the angle gain was 1 and no defor-
mation occurred in the cube.
In the testing session, participants were asked to answer

the question “which is softer, the cube visually represented or
the cube represented with the tactile feedback?”. Participants
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had to answer either of the two choices. All combinations of
patterns were tested for three times in random order for a
total of 75 samples.

Results and Discussion. Regarding the results of study 3, a
cumulative normal distribution of the form was fitted

f (x) = 1 − 1
√
2πσ

∫ x

−∞

exp −(t − µ)2

2σ 2 dt

with real numbers σ and µ. According to the point of
subjective equality, where the possibility that participants
answer the cube represented by the tactile stimulus is softer,
is 50%. The angle gain, where participants feel that the tactile
stimulus matches the visual representation, is 1.94, 0.391,
0.192, 0.161, 0.145 for visual deformation parameter 0, 0.25,
0.5, 0.75, 1 respectively. In the case of no visual deformation,
the possibility that participants answered that the observed
cube was harder is significantly high. This can be explained
by the fact that participants put emphasis on visual cues and,
since was no visual deformation, the participants perceive
that the visual cube is absolutely hard. As for the angle gain
of 0, meaning no sense of pressure, some participants chose
the visual cube as being the softer one since they commented
that “it is difficult to compare nothing at all with a cube shown
in VR space”. However, the result supports the notion that
changing the gain of angle can render harder and softer
material.

5 EXAMPLE APPLICATIONS
We built two applications to explore the possibility of using
our device in various scenes.

Whack-A-Mole. The first application emphasizes the ca-
pabilities of our device to render shape and stiffness. From
some of the holes in front of the user, moles appear randomly.
The player can receive a score by hitting the moles with a
pow hammer. Two kinds of moles appear in the game: moles
with a helmet (hard) and moles with nothing (soft). At the
end of the game, the boss mole emerged. As the user hits the
boss mole, the boss mole gets a bump at the hitting point,
which means the shape of the boss mole changes. As for soft
materials, we used the parameter estimated from the result
of study 3.

Katana-Cutting. This application highlights the size ren-
dering and consecutive touching because we also expect our
device can render consecutive touching. A player can cut a
roll of straw with a Katana, or Japanese sword. A new roll
of straw with a specific size appears randomly as the user
cuts it. In this application, our device works in the same way
as study 1 when the Katana hits the roll of straw. When the
user is cutting, the virtual Katana shown in virtual space is
delayed for 0.1 s and the angle between the virtual Katana

Figure 11: Result of experiment 3 with the line fitted to cu-
mulative normal distribution. Only the results with visual
deformation parameter of 0, 0.5, 1 are presented. Error bars
indicate 95% bootstrap confidence interval.

and the hand-based Katana is represented as the angle at
which the wings of the device are open. This means that the
angle becomes bigger when the cutting speed is higher.

User Feedback
We recruited 10 people (8 male and 2 female), ages 20 to
41 (mean = 28.1) to provide feedback after using our device
in example applications to allow for an understanding of
our proposed system’s performance. Each user received a
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Figure 12: (left) Whack-A-Mole application that highlights
stiffness and shape. (right) When a user wields the stick in
the same direction, the specific angle is presented when (a)
soft / (b) hard mole is hit.

Figure 13: (left) Katana-Cutting application that highlights
size and consecutive touching. (right) Rolls of straw of vari-
ous sizes can be cut using a virtual Katana.

$9 (¥1,000) Amazon gift card for their participation in the
study. Users wore an HMD and held our device in their right
hands with tracker put on. In this test, we attached one
vibration motor on the back of both wings of the PaCaPa.
Users tested a standard vibrotactile notification or sense of
pressure with our device for both applications. The order of
playing applications and tactile feedback was randomized.

During the trial, we conducted a semi-structured interview
to collect direct comments. After each trial, we allowed the
users to rate the experience using 7-point Likert scale for
a question (“How well did the haptic rendering match your
visual impression of the scene?”) and allowed for additional
comments in a questionnaire as optional.

Results and Discussion. Overall, users were pleased that
they could get a sense of collision using PaCaPa. Many users
remarked that they perceived a sense of hitting something
hard when hitting a mole wearing helmet. Most users, in-
cluding one user who has experienced in Iaido, the art of
drawing the Japanese sword, were also surprised at the re-
ality of the haptics when cutting the roll of straw. As for
vibrotactile notifications, many users mentioned that it is a

common sensation. P3 said “this sensation just notifies me that
I am hitting something”. Users also rated our device as being
more realistic than vibrotactile in a qualitative rating after
each trial. Wilcoxon signed-rank tests between the realism
responses showed that the responses related to experiences
with PaCaPa are significant for Whack-A-Mole (Z = −2.22,
p = 0.026) and Katana-Cutting (Z = −2.67, p = 0.007).

This study revealed that the device can rendermore strongly
perceived haptics in a shorter time. Many users remarked
that the haptics rendered by our device were simply stronger.
P3 remarked that in the Katana-cutting application, “espe-
cially when I cut at a very fast speed, there were almost no hap-
tics for the vibrotactile one, but the sense of pressure remained
even after I finished cutting”. P4 said “after I experienced the
wing opening (PaCaPa), I felt dissatisfied (at the experience
with the vibrotactile). The haptic is weak (for the vibrotactile
one)”. P9 commented “I feel the haptics made by this device are
stronger, and a stronger tactile simply makes the application
enjoyable”. This is because our device gives direct pressure
on palms with a large open angle.
We also received some insights from users on our per-

formance for three kinds of rendering in applications. As
for size and shape, we received many comments that visual
object size and shape matches haptic feedback. P3 mentioned
“I feel heavier when I am cutting a thicker roll of straw”. Fur-
thermore, our device also succeeded in rendering the cutting
off of various pieces of the object. P3 commented that “I am
impressed with the reality when I cut a small piece of straw
from the roll”. As for the stiffness difference between the
moles, most of them noticed it using our device. However, a
few of them said the haptic of the collision was simply small
when hitting the soft mole without the helmet.

This study also suggests some future improvements to our
device. P4 mentioned that the “opening angle of the wings is
too big making it difficult for me to hold, maybe just because
my hand is small”. This problem can be solved by designing
hardware that is easy to hold in hand or has a reduced open-
ing angle. Also, some users proposed using a combination of
pressure and vibrotactile feedback. P3 noted that “the haptic
of vibrotactile gives me the feeling of cutting things with a
chain saw”. P10 mentioned that “I also get haptic when a piece
that I have cut off falls onto my Katana. I think vibrotactile
one is better for this”. In the situation where the tool vibrates
or a light thing falls onto the tool for a moment, vibrotactile
may better. Some users also commentted on the weight of
the device. In both applications, the handheld tools are long,
and the hitting objects are located at the edge of the tool.
Users felt that the weight difference reduced the reality. This
can be improved by adding weight to the edge of the device.
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Figure 14: Quantitative result showing mean realism rating.
Error bars indicate 95% bootstrap confidence interval.

6 LIMITATIONS AND FUTUREWORK
We designed PaCaPa with the intention of adding more real-
istic haptic feedback in tool-based interactions. We received
many comments from the three studies as well as user feed-
back relating to example applications that mentioned how
realistic it felt when hitting objects with a handheld tool.
However, a few problems also arose that need to be solved
in the future.

Limitation in force direction. Haptic presentation only comes
from one direction in our design. This makes it impossible
to accurately render the force direction. Increasing the size
of the device and adding more servo motors can accomplish
rendering in various directions. As the two wings open at the
same angle, we could make the two wings be actuated with
one servo motor, thereby creating greater torque. Then it is
possible to create a device which can render two directions
with the same size of the device. For practical use, it is ideal
to make a device which can render any direction. Therefore,
designing a device which can rotate to the position giving
pressure can solve this problem.

Perception delay of collision. To render the pressure that
comes from the limitation of the tool movement due to the
object-tool collision, we calculated the angle between the
hand direction and the virtual tool direction. Because of this
software design, there was a delay in recognizing the colli-
sion especially when the user hit the object slowly as there is
a threshold for recognizing the opening angle of the wings.
Further accuracy can be achieved by adding vibrotactile feed-
back when the collision occurs.

Wielding direction and size perception. To achieve a better
understanding regarding the use of our device, we need to ex-
plore the perception of size in tool-based interactions. Since
we target tool-based interaction, there is a distance from the
hand to the contact point. This makes it harder for the user to

estimate actual size. In addition, some users mentioned that
they felt different sizes for vertical and horizontal direction
even if the size was the same. This suggests that we need
to evaluate the size perception based on the wielding hand
direction.

Universal device for everyone. Our device is not of a uni-
versal size to fit everyone. Some participants mentioned that
the wings opened at too large an angle, making it difficult
to hold the device. At the same time, some people could not
place all fingers on the wing because of their hand being too
big. This individual difference in hand size makes the haptic
representation different. As future work, we need to make a
larger device to give enough haptic feedback.

Future work for general interaction. We only evaluated
the performance of our device in tool-based interaction. The
results show that PaCaPa can emulate a stick-based tool. This
leaves the problem of inaccuracy in the length perception
and a limitation in terms of usage scenarios. However, since
our device can work for tools of any length, theoretically
it is possible to render direct interactions by placing the
fingers on the wing. In this paper, we only tested opening the
wings to the same angle at the same time. However, an open
single wing can be used in this scenario. We need to make
further evaluations in terms of this possibility. This broadens
the possibility to render other properties such as texture.
Testing results also indicate that our device can give the sense
of tool-based interaction such as hitting and pushing with
pressure. However, pressure is only one of the senses people
perceive when they are interacting with objects. Because of
the simplicity of our device, PaCaPa can be easily integrated
with other devices such as Reactive Grip [23] giving shear
forces to make the experience more realistic.

7 CONCLUSION
PaCaPa is a handheld device for tool-based interactions in
the virtual environment. It demonstrates the potential to
render three object properties, namely, size, shape and stiff-
ness. We conducted user studies to evaluate the performance
of our device on the rendering of these properties. Results
from our evaluation validate that our device can render rel-
ative size, and participants can distinguish between basic
shapes, and soft and hard objects. User comments from user
studies and ratings in two applications show that PaCaPa
can improve the haptic realism in tool-based interaction. We
believe that our device, PaCaPa can offer a higher fidelity
haptics experience in tool-based interactions.
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