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ABSTRACT
Augmented Reality (AR) technology has the potential to ex-
tend the screen area beyond the rigid frames of televisions.
The additional display area can be used to augment televi-
sions (TVs) with extra information tailored to individuals, for
instance, the provision of access services like sign language
interpretations. We invited 23 (11 in the UK, 12 in Germany)
users of signed content to evaluate three methods of watch-
ing a sign language interpreted programme – one traditional
in-vision method with signed programme content on TV
and two AR-enabled methods in which an AR sign language
interpreter (a ‘half-body’ version and a ‘full-body’ version)
is projected just outside the frame of the TV presenting the
programme. In the UK, participants were split 3-ways in their
preferences while in Germany, half the participants preferred
the traditional method followed closely by the ‘half-body’
version. We discuss our participants reasoning behind their
preferences and implications for future research.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented
reality; Empirical studies in accessibility.
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1 INTRODUCTION
Researchers in the media sector have worked on solutions
to enable communication between personal devices and a
connected television (TV). The aim is to extend the viewers’
“screen” beyond the TV as part of a personalised companion
experience in order to aid content discovery, to provide inter-
active services, or enable the collection of analytics [10, 44].
Augmented Reality (AR) technologies offer the potential to
create new display surfaces in the living room for placing
content such as an interactive information graphics for elec-
tion coverage on the coffee table, a three-dimensional model
of a dinosaur skeleton on a nearby wall while watching an
archaeological documentary, or a presenter on the sofa next
to the viewer explaining a Shakespearean drama. As part
of an exploratory study, we used an optical head mounted
display (HMD), in conjunction with a TV, to explore a way
to deliver synchronised sign language interpretations.
The distribution of signed content forms part of the ac-

cess services offered by broadcasters. In the UK, British Sign
Language (BSL) [12, 15] is the main language used in signed
content while in Germany, Deutsche Gebärdensprache (DGS)
[17–19] is used. Traditionally, signed content is delivered as
a picture-in-picture video (in-vision) with a signer placed on
the bottom right corner of the TV. Although, functionally
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fit for purpose, the in-vision delivery method reduces the
display area available for the presentation of the main pro-
gramme and does not allow for the personalisation of the
service to fit user preferences or needs.

We present an exploratory study in which we collect par-
ticipant responses, in the UK and Germany, to three methods
of delivering sign language interpretations of a factual docu-
mentary on TV: the traditional picture-in-picture ‘in-vision’
method and two AR enabled methods using the designs of
two AR interpreters proposed in a previous paper [45].

2 RELATEDWORK
The idea of augmenting real world environments to meet the
accessibility needs of individuals in a personalised way is of
particular interest to media content and service providers.

There are two wide-spread forms of accessibility solutions
for individuals with hearing impairments: subtitles (caption-
ing) and sign language interpretation. The National The-
atre, in the UK, provides hearing-impaired audiences with
‘closed-captioned’ glasses presenting the play’s dialogue to
the wearer [8]. Tomoki et al. [30] proposed a system for
captioning ‘real-world conversations’ next to the speakers
face. Peng et al. [37] evaluated the use of ‘SpeechBubbles’
next to a speaker, through the HoloLens, to dynamically
caption group conversations in real-time. Rzayev et al. [41]
studied different forms of presentation of text information,
unattached to objects in the real-world and Dhruv et al. [24]
presented design factors for real-time captioning, both using
the HoloLens. A significant source of video content is the
TV, so content providers make a valuable effort to make it
accessible through augmentations such as subtitles and sign
language interpretations [7]. On the TV itself, there has been
research into improving the presentation of subtitles [13, 23],
the evaluation of subtitles [5] and adding emotional tones to
subtitles [3]. There has also been work on dynamic subtitles
in 360 [14] and cinematic virtual reality [40].

Montagud et al. [33] describes the challenges faced in pro-
viding access services in immersive media, particularly the
importance of synchronisation and effective system integra-
tion. These become even more interesting when sign lan-
guage interpretations are considered. Unlike subtitles, sign
language interpretations are considerably more complicated
(and costly) to generate. Sign languages use gestures, facial
expressions and body language to visually communicate in-
formation and emotional tones. The British Sign Language
(BSL) [12, 15] and Deutsche Gebärdensprache (DGS) [17–19]
are languages with their own grammar and vocabulary, in-
dependent of their written/spoken counterpart in the UK
or Germany. Other forms of communication used, often in-
terchangeably with BSL/DGS, in the hard-of-hearing/deaf
communities, include Sign Supported English (SSE) and fin-
ger spelling (spelling words using hand movements). Even

discourse functions such as turn taking are regulated through
indicators such as head movement and eye gaze, or the use
of ‘resting’ positions, such as putting the hands on the lap.
It’s clear that sign language is nuanced and complex.
There is active work into automatically generating sign

language interpretations and presenting them on a 3D hu-
manoid model. SignTime’s SiMax [43] provide a service
which translates content onto a 3D sign language interpreter
and the Microsoft’s HoloHear [22] translates the spoken
word into American Sign Language (ASL), presented by a
3D model, through a HoloLens [32]. However, studies report
different performances of systems with regards to compre-
hension and acceptance by target users. Ebling et al. [16]
identified features (facial expressions, head & shoulder move-
ments, fluidity of movement) that needed improvement in
interpretation to the Swiss German Sign Language (DSGS).
Kacorri et al. [25] found that the acceptance of computer
generated sign language interpreters depended on demo-
graphic factors and technology-experience levels. Kipp et al.
[27, 28] reported on issues with comprehensibility and ac-
ceptability in animated DGS interpreters. Adamo-Villani and
Anasingaraju [2] found that a 3D sign language interpreter
presented to children through an optical HMD was fun and
easy but they do not address the issue of comprehensibility.
Given these issues, we did not want to risk diluting the focus
of our study through the use of a computer generated sign
language interpreter.
In the current market, for the purposes of interpreting

video content on a TV, the synchronised video presentation
of a precaptured interpreter still offers advantages of famil-
iarity, reliability, comprehensibility and fidelity. Additionally,
regulatory guidelines [36] for sign language interpretation of
video content favour visual consistency between content and
interpreter, easier achieved when captured in video. How-
ever, sign language interpretations of content on TV, is often
presented as a composite picture-in-picture (in-vision) video
of the programme with an interpreter on the bottom right
corner. In order to accommodate the interpreter, the content
on the TV is often shrunk to about 5/6th of the screen. One
option to free screen space on the TV, is to offload the sign
language interpretation to a personal device (phone/tablet).
Augmenting the TV to personalise the viewers experi-

ence has been implemented through a range of methods
from utilising secondary personal devices [4, 9, 42, 46, 48]
through to designing purpose built systems [1, 10] and of-
fering commercial services [6]. Kožuh et al. [29] used AR-
enabled phones/tablets to assess the efficiency of using AR
for learning sign language. However, studies show that, other
than in experiences with audio description [45], users must
constantly shift attention between the TV and their personal
device especially when the rate of flow of information and
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visual complexity of the companion content is high [34]. De-
livering functional access services on a companion device
pushes the limits of a suitable user experience. Kercher et al.
[26] presented a prototype in which an optical HMD is used
to present a video of a sign language interpreter in a planetar-
ium type experience to children. The AR interpreter is kept
in front of the child at all times and the child is hands-free.

3 RESEARCH OBJECTIVES
We primarily aim to gain an early understanding of how
members in the BSL and DGS communities respond to ac-
cessing sign language interpretations, through an optical
HMD (HoloLens [32]), in AR just outside the TV frame in
comparison to the existing in-vision system experienced
with traditional TV consumption. We used the HoloLens
since it was the first commercially available device on mar-
ket. We evaluate two designs of AR interpreters which could
be used as part of a sign language interpreted experience
in a TV+HoloLens system. The main research question was
‘how usable and enjoyable the TV+HoloLens experience pre-
sented was?’. We were also interested in any differences in
user responses across two countries – the UK & Germany,
in addition, to confirming the reproducibility of our studies.

4 DESIGN & IMPLEMENTATION
We studied three methods (conditions) of delivering signed
content and each participant involved in the studywas shown
all three methods (within-subject design). Our control condi-
tion (T) was the traditional way of delivering signed content
through a TV using in-vision signing (Figure 1). The other
two conditions involved viewing a video stream of a sign
language interpreter, just outside the TV frame, synchro-
nised to the programme content on the TV, viewed through
a HoloLens – an AR sign language interpreter. We used two
of our designs for AR sign language interpreters [45] – re-
ferred to as ‘half-body’ (H) and ‘full-body’ (F) AR interpreters
(Figure 1).

Since the spoken language and sign language were dif-
ferent in both countries, either programme would not have
translated well to the other language. We choose similar
programmes, from the content available to us, in both the
UK and Germany. Two easy to follow factual documentaries
based in the Sahara: the BBC’s ‘Morocco to Timbuktu: An
Arabian Adventure’ and Bayrischer Rundfunk (BR)’s ‘Her-
ausforderung Wüste: Sinnsuche in der Sahara’. The BSL in-
terpreter in the UK was female and the DGS interpreter in
Germany was male to match the gender of the programme
narrator. We selected a ~6-minute self-contained scene, from
each programme, and cut it into three segments. Each of
the cut ~2-minute segment was used in combination with
the three test conditions. This resulted in 9 experiences of
signed content in BSL and 9 in DGS. Participants were then

Figure 1: Conditions in our study (Left column: The UK,
Right column: Germany; Top images: traditional control in-
vision condition (T), Middle images: ‘half-body’ AR condi-
tions (H), Bottom images: ‘full-body’ AR conditions (F)

presented a set of the three conditions, each with a different
method of delivering the signed interpretation. We permuted
the sequence T, H, F across participants, which resulted in
six unique (counter-balanced) sequences. Across the partic-
ipants, in the UK and Germany, each sequence was used
twice, except sequence (F, H, T), which was used in the UK
only once due to human error. Participants watched all three
~2-minute segments in the right original narrative sequence.

Designing the Content and the AR Interpreters
For the control condition (T), in the UK, we retrieved and
stripped content from archived original broadcast transport
streams in both its signed and unsigned forms. We captured
videos of sign language interpretations of the chosen content,
as presented in [45], for use in the ‘half-body’ (H) and ‘full-
body’ (F) AR test conditions. We edited the captured videos
of interpreters down to a video resolution of 960x1080 pixels,
Chroma-keyed and placed on to a black background. The
programme content and cut-out video of the interpreter were
aligned to a common timeline, using the audio channels
of the recordings, in order to be played in synchrony in
the ‘TV+HoloLens’ system. We were not able to source the
original German broadcast in signed form so we also made
an in-vision style composite for our control condition (T).
We ended up with three videos, each of 2-minute signed

content (in-vision in BSL and DGS). We had three video
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cut-outs of the upper half-bodies of each of our BSL and
DGS interpreters and three video cut-outs of each of their
full bodies as well. The control in-vision conditions were in
keeping with broadcast standards [36]. The ‘half-body’ and
‘full-body’ AR interpreters were implemented using our own
proposed guidelines [45] (Figure 1):

1. Heads of AR interpreters aligned to the top of the TV,
2. Bottom edge of ‘half-body’ AR interpreter aligned with

the bottom of the TV almost sitting on the TV stand,
3. Feet of the ‘full-body’ AR interpreter grounded in the

physical room,
4. Direction of gaze horizontally facing towards TVwhile

in resting phase and directly towards the viewer during
the interpreting phase, and

5. Positioned to slightly overlap the TV.

The ‘TV+HoloLens’ System
In both countries, we used a 40-inch HD TV to present the
programme (signed or unsigned) and a Microsoft HoloLens
[32] to present the AR interpreter (in AR conditions).

In the UK, we created a playback application for the Holo-
Lens which displayed a video cut-out of the AR BSL inter-
preter on a 2D-plane using the Unity Video player; a web
browser based video player application to present a video
segment on the TV (via a laptop & an HDMI cable); a web
browser application to enable precise control over the virtual
position of the 2D-plane (through the HoloLens) and trigger
synchronous video playback on both the TV (laptop) and
HoloLens; and a ‘node.js’ application to serve the content
and handle communication between the applications.

In Germany, we used a similar set-up except the laptop ran
a DVB-CSS emulator which simulated a HbbTV 2.0 capable
device [21] and the HoloLens ran a ‘Universal Windows
PlatformApp’ which displayed a video cut-out of the ARDGS
interpreter. The HoloLens application, became a ‘companion
screen’, able to communicate with the TV via the network
using the DVB-CSS protocols.
Although the means by which the ‘TV+HoloLens’ sys-

tem was kept synchronised differed, the end effect of the
experience to the participants “looked” very similar.

Pilot Study
We ran twelve 40-minute pilot study sessions (8 in the UK, 4
in Germany) to run through the procedure, test the ‘TV+Holo-
Lens’ system and get feedback on the content presented.
Participants in the pilot did not identify as hard of hearing. In
the UK, a participant who was fluent in BSL, and in Germany,
a DGS interpreter, were asked to evaluate the quality of
signing captured.
During pilots, the attributes of the two AR interpreters

– ‘half-body’ and ‘full-body’, the set-up of the apparatus

and the design of the questionnaires were fine-tuned. AR
interpreter attributes included: the placement (position and
rotation) of the AR interprets relative to the TV, the scale
of the AR interpreter with focus on the vertical position of
their head relative to the top of the TV, the direction of gaze
of the AR interpreter in both their interpreting and resting
phase, and the brightness of the AR interpreter relative to
the lighting in the room and brightness of the TV display.
Finally, we designed a training phase based on the two

most popular issues pilot participants highlighted: a) man-
aging pitfalls when fitting the HoloLens on participants un-
familiar to the device and b) designing the questions which
allowed us to manage participant expectations about a novel
device versus the limitations of the ‘TV+Hololens’ system
like the added weight and limited field of the view of the
headset.

5 METHOD
We divided each session in the study into four phases. In the
first phase we collected consent and demographics through
online questionnaires. In the second phase we conducted
some training with each participant to familiarise them with
the HoloLens. In the third phase, the participant experienced
three variants of signed content delivery interspersed with
post-condition questionnaires. In the final phase, we col-
lected their comparative evaluations of the three conditions
through a semi-structure interview.

The Training
Since AR devices are relatively new to the consumer market,
participants were given ‘training’ (~5 minutes) to familiarise
with the HoloLens. In addition, to letting usmanage the effect
novelty on participants, it gave participants the chance to
ask questions. In the UK, we reused content from a previous
project [11] and in Germany we utilised content produced
by ZDF [47] both showing the weather. During the presenta-
tion of the weather on the TV, a half-bodied AR interpreter
translated the content on the left hand side of the TV. None
of the content used in the training was reused.

Apparatus
Our user lab spaces were set up as two areas. The first area
recreated a living room in keeping with TV viewing condi-
tions found in the UK [35]; where participants would view
the HDTV sometimes while wearing a HoloLens. The second
had a desk areawhere the participantwould use a laptop (con-
nected to a secondary mirroring monitor) to complete online
questionnaires. The experimenters monitored the progress
the participant made with the questionnaires, on the mirror
monitor, and offered assistance as needed.
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Questionnaire
We utilised three online questionnaires [39] for this study: a
demographics questionnaire, a post condition questionnaire
and a post study interview pacer questionnaire.

Our pre-study demographics questionnaire (page 1-4, [39])
included questions to ascertain participant fluency in both
spoken and sign language; their level of computer literacy;
their usual behaviour with personal devices while watching
TV; their familiarity with AR apps (viz. Pokémon Go [38])
and AR devices (viz. the HoloLens [32]); their familiarity
with catch-up and/or streaming services and their viewing
tastes. We also captured information about how participants
used lip-reading skills and access services (signing/subtitles)
while watching TV both alone and with others.

The post condition questionnaire was administered to the
participant after they saw each test condition while the post
study questionnaire was used to conduct a semi-structured
interview. The post condition questionnaire [39] consisted of
12 questions rated on a 7-point Likert-type scale. The ques-
tions gathered the participant’s perception of the interpreter
and their quality of experience (page 5, [39]).
The post study interview focused on what participants

thought of the idea in general and invited to free-form re-
sponses to questions (page 6, [39]). We looked at their prefer-
ences between the three test conditions, reasons behind their
choices, their self-evaluation of how wearing a HoloLens
changed their TV watching behaviour, their suggestions
of how each AR test condition might be designed better,
their thoughts on what else could be delivered through the
HoloLens, their evaluation of the AR interpreters’ signing
quality and their thoughts on the design of the whole system.

Procedure
At least two experimenters and one sign language inter-
preter facilitated the study in the UK while in Germany
one experimenter facilitated the study. Participants were
video recorded through the one-hour study. On arrival, the
participant was assigned a predefined participant ID and
briefed. In the UK, the interpreter facilitated most of the
communication between the experimenters and the partici-
pant. In Germany, communication between the participant
and the experimenter happened mainly in written form. The
participant was asked to sign a consent form and fill in a
demographics questionnaire.

Participants were then guided through the training phase,
in which they were seated in front of the TV and fitted with
the HoloLens. The interpreter helped us coax the participant
to express their thoughts about the HoloLens including the
limitations such as its weight, its effect on their head posture,
the narrow field of view (30o horizontal and 16o vertical,
[20]) which needed to encompass both the TV and the AR

interpreter just outside the TV frame, and the time taken to
acclimatise to the experience.

After training, the participant was asked to continue with
the test conditions. As mentioned, although the method of
delivering sign language interpretation was randomised, par-
ticipants saw all three 2 minute segments of the chosen scene
in the original narrative order. The participant sat in front of
the TV with the interpreter, while assisting experimenters
sat behind the participant. Once the first condition ended,
the participant was asked to fill in an online post-condition
questionnaire. This was repeated twice more to cover all
three conditions.

After completing all three conditions, the participant was
asked to go through an online post study questionnaire with
the help of an experimenter and the interviewer. This ques-
tionnaire acted as a pacer for the semi-structure interview
covering their overall thoughts about all three test conditions.
After the interview, the participant was debriefed.

Participants
In the UK, we used an agency to recruit 12 participants who
regularly needed/used BSL interpreted content for accessibil-
ity needs. In Germany, we recruited 13 participants through
a mix of ‘word of mouth’ and directly contacting various
associations [17–19]. However, we were only able to collect
a complete data-set for 11 participants in the UK and 12
participants in Germany due to human error.

In the UK, we had 7 females and 4 males between the ages
of 28 and 71 (M=54, SD=13). In Germany, we had 5 females
and 7 males between the ages of 23 and 66 (M=46, SD=14).
In the UK, 4 participants were profoundly deaf, 4 were either
deaf or had hearing impairments, while 3 indicated no un-
corrected hearing impairments. In Germany, 7 were deaf, 2
severely hard of hearing, 2 hard of hearing and one gave no
indication of a lack of hearing impairment.
In the UK, 6 participants were fluent in English, while 3

were proficient and 2 had a basic command of English; 9
participants were fluent in BSL while 1 was proficient and 1
had a basic command of BSL; 6 participants were fluent in
SSE, 2 were proficient in SSE, 1 had a basic command of SSE
and 2 reported not knowing SSE. Of the 12 participants, 3
used BSL as a first language, 1 considered English as their
first language but BSL was their preferred language and they
used BSL 90% of the time for communicating, 6 used BSL
and English to the same extent and 1 had some knowledge
of BSL but hardly used it for communication. In Germany,
6 participants self-assessed as having a good command of
German, the other 6 reported their command of German as
very good; 3 had a good knowledge of DGS, the remaining 9
had a very good knowledge of DGS. Of the 12 participants,
3 reported using DGS more often than German while the
remaining 9 used both languages to the same extent.
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All our participants watched at least an hour of TV per day
and none of them had a bias against factual documentaries. In
the UK, while watching TV alone, 9 participants reported us-
ing subtitles – out of which 4 used signed content and 3 used
signed content with subtitles. The remaining 2 participants
preferred using signed content with subtitles always. How-
ever, 3 out of the 11 participants reported only using subtitles
if they watched TV with others. In Germany, 7 participant
preferred subtitles and 5 preferred both signed content with
subtitles when watching TV alone. While watching with oth-
ers, 8 participants used subtitles, 3 used signed content with
subtitles and 1 participant used neither. There was a general
preference for subtitles because it was seen as accurate and
as a way to improve written language skills. Signed content
was seen as more comprehensive and helpful if participants
had a basic command of the written language.
In the UK, 9 participants could lip read while 2 reported

that success in lip reading depended on the other person. In
Germany, 7 participants could lip read, 4 reported being able
to lip read under good conditions while 1 did not know how
to lip read. In the UK, 3 sometimes lip read while watching
TV, 1 reported lip reading on TV under good conditions, 1
reported lip reading if the person on TV faced the camera,
5 never lip read while watching TV and 1 reported as not
consciously lip reading. In Germany, 5 participants lip read
while watching TV, 1 reported lip reading on occasion and
6 never lip read while watching TV. Unsurprisingly, partici-
pants mentioned it was easier to lip read people on TV (or
real life) if they were facing them head on.

Most of our participants (9 in the UK, 8 in Germany) self-
assessed as ‘expert’ with regards to their familiarity with
computers. Few of our participants reported expert experi-
ence with video games (1 in the UK, 5 in Germany) and even
less reported expert experience with AR apps (1 in the UK, 1
in Germany). In the UK, 10 participants reported heavy use
of touch screen devices while only 2 did so in Germany. In
the UK, more participants reported getting easily distracted
by content on their mobile device (7 compared to 3 in Ger-
many) and being easily absorbed by content on their TV (7
compared to 4 in Germany).

In the UK, participants were paid £70.00 and in Germany,
they were paid €10.00 in Amazon vouchers.

6 QUANTITATIVE RESULTS
We ran statistical tests across participant responses to the
post-condition and the post-study questionnaires.

Post-ConditionQuestionnaire
Two types of statistical tests were applied to the post-condi-
tion questionnaire responses. The first set of tests examined
the influence of the three methods studied – traditional (T),
‘half-body’ AR (H) and ‘full-body’ AR (F) interpreter on the

responses of the UK and of the German participants. The
second set of tests examined whether the participants in ei-
ther country responded differently. We used non-parametric
tests, since Shapiro-Wilk tests revealed that, for most of our
samples, we cannot assume normally distributed populations.
Figure 2 show descriptive statistics on participant responses.

Effect of the Method on Participant Responses. We examined
the effect of the methods on participants’ responses to the
post-condition questionnaire by means of the Friedman test.
Solid bordered boxes in figure 2 show where tests found
significant differences between participant responses.
A significant effect of the method on responses to q2 "I

felt I was missing part of the programme on the TV because I
had to pay attention to the signer." was found for both partici-
pant groups (in the UK: χ 2=8.45, df=2, p=0.0146; in Germany:
χ 2=6.0556, df=2, p=0.048). A post-hoc analysis should tell
us between which methods the differences in participant’s
responses occurred. For the pairwise comparisons of sam-
ples, we used the Wilcoxon signed-rank test and corrected
p-values with the Bonferroni method. In the responses of
the UK participants, the pairwise comparison found a sig-
nificant difference between the traditional interpreter and
the ‘half-body’ method (T vs. H: p=0.0467, T vs. F: p= 1, H
vs. F: p=0.3622). Based on Cohen’s classification of the ef-
fect size r = z/

√
N = 0.43, we conclude a medium effect

of the method on the difference in ratings. In the responses
of German participants, the test found no sample pair with
a significant difference of the central tendencies (T vs. H:
p=0.1588, T vs. F: p=0.2994, H vs. F: p=1).
In the group of German participants, Friedman tests un-

covered a significant difference in the responses to q6 "I
felt the signer obscured too much of the programme content."
for the different methods (χ 2 =7.3125, df=2, p=0.0258). The
pairwise comparison found a significant difference (medium
effect, r=0.41) between participant responses to the tradi-
tional interpreter and the ‘full-body’ AR interpreter (T vs. H:
p=0.1259, T vs. F: p=0.0447, H vs. F: p=1) and no differences
between the other sample pairs.

In the group of UK participants, an effect of themethods on
responses to q7 "I felt there was a delay between the narrator
in the programme and the signer" was found (χ 2= 6.3, df=2,
p=0.0429). However, the post-hoc test did not reveal between
which sample pairs the difference was significant (T vs. H:
p= 1, T vs. F: p=0.1793, H vs. F: p=0.2669).

German vs. UK Participant Responses. We ran Mann-Whitney
U tests to investigate if responses to the post-condition ques-
tionnaire differed between participants in the UK and Ger-
many. Dashed boxes in figure 2 show for which combination
of method and question, participants gave significantly dif-
ferent responses. Differences where found for 2 of the 11
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Figure 2: Descriptive statistics on responses to post condition questions [39]: max: maximum, 3rd: third quartile, 2nd: median,
1st: first quartile, min: minimum. Solid boxes indicate where Friedman test indicates an influence of method (T: traditional,
H: half-body, F: full-body). Dashed boxes indicate where Mann-Whitney U test indicate a difference across countries.

questions answered by all participants in the UK and Ger-
many. The first difference (medium effect, r=0.44) was found
for the responses to q6 “I felt the signer obscured too much of
the programme content.” on the full-body method (W=98.5,
p=0.037). The second difference (medium effect, r=0.48) was
found between responses to q9 “I felt frustrated with the whole
experience” on the ‘half-body’ method (W=102, p=0.025).

Post-study questionnaire
We observed an equal split of responses by participants in the
UK when asked which interpretation method they liked best
(T: 4, H: 4, F: 3). In Germany half of the participants preferred
the AR interpreter, of whom only 1 preferred the ‘full-body’
interpreter (T: 6, H: 5, F: 1). Results of Kolmogorov-Smirnov
tests indicate that the distributions of the responses do not
differ significantly between countries (D=0.6667, p=0.5176) –
see Figure 3a.

Figure 3b illustrates participant responses to questions on
the acceptance of the TV+HoloLens system. The responses
participants in UK and Germany gave on the question “I liked
the design of the whole system (TV+HoloLens)...” did not differ
significantly in their central tendencies (median UK: 4, me-
dian Germany: 5.5, Mann-Whitney U test: W=36.5, p=0.0677).
Same central tendencies were also found for their responses
to the question “I would like to have a TV and HoloLens system
in my home!” (median UK: 4.5, median Germany: 6, Mann-
Whitney U test: W=56.5, p=0.5687).

Participants were asked if the HoloLens changed the way
they watched television. Figure 3c) illustrates the distribu-
tion of responses of our participants. In UK and Germany,
8 participants each responded in a good way. One of these
in the UK stated he expected that. In Germany, 4 partici-
pants expected the positive change. Three participants each,
in the UK and Germany, stated the way they watched TV
changed in a bad way. In the UK, one participant said he
expected that. In Germany, one participant stated they ex-
pected that. One participant in Germany claimed not to have

experienced any change. Results of a Kolmogorov-Smirnov
test suggest that the samples come from populations with
the same distribution (D=0.2, p=1).

7 QUALITATIVE RESULTS
We conducted a thematic analysis on participants responses
to the questions of the post-study questionnaire and on par-
ticipants statements from the post-study interview.

HoloLens – A Novel Technology
The HoloLens was a new technology for all the participants
except for one in the UK. The delivery of sign language inter-
pretations through the HoloLens was novel and impressive
to all participants. Participants liked the idea of using AR
for sign-language interpretation services. In comparison to
the AR interpreter, the traditional in-vision way was seen
as ‘flat’. However, participants felt there was room for im-
provement before it was seen as an accessible tool with more
research needed to understand: the optimal placement of the
AR interpreter, the barriers to new technology and how it
integrated with with the technologies users already use.

"I have always wanted to watch a hologram and
there has to be something in which a hologram
just happens. Something like a projection. Rather
than something you have to put on." – P4 (UK)

Physical Discomfort
All participants discussed the physical effects of wearing the
HoloLens. Theweight and bulk of the HoloLens, the difficulty
of fitting the HoloLens over glasses or cochlea implants,
and the need to maintain a fairly stable head posture to
avoid losing the optimum field of view were all mentioned.
Participants (3 in the UK) were more tolerant of wearing
optical HMDs at the theatre/cinema over day-to-day viewing
at home but one UK and one German participant reported
that they could not imagine watching a full movie with the
HoloLens on. Another participant (Germany) said that the
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Figure 3: a) Participant preference of themethods; b) Responses on questions about the acceptance of the TV+HoloLens system;
c) Responses to the question on whether the HoloLens changed the television experience.

HoloLens would cause him neck problems in the long run.
Some participants (Germany) mentioned that they would
like additional padding for the frame of the HoloLens.

"Having glasses on your head for two hours? No
way! And I can imagine, you put them on and
everyone will look at you and they will recognise
you are deaf. I don’t like showing the outside world
that I am deaf. I feel too vulnerable" – P10 (UK)

Some participants (UK) felt the HoloLens broke their con-
nection with the AR interpreter and the TV content. They
reflected that lighter headsets or adaptation to glasses already
being used might be a better option.

"For a longer film the holograms are unsuitable,
since eyes get tired fast. In this case subtitles are
better. Maybe in the future holograms could be
displayed without HoloLens or other glasses?" –
P1 (Germany)

However, some participants (Germany) stated they could
imagine getting used to wearing the HoloLens while watch-
ing TV while some participants (UK) mentioned the limita-
tions of the HoloLens and its effect on their behaviour forced
them to concentrate on the content.

HoloLens – Limitations of the Technology
Due to the limited field of view of the HoloLens, the presen-
tation of the AR interpreter was sometimes compromised. A
change in the participants’ head posture resulted in the AR
interpreter dropping outside the field of view. Participants
wondered how this might affect longer term viewing. A few
participants (1 in the UK, 2 in Germany) also noticed colour
separation effects when moving their head and while a few
reported that some images were out of focus.

Position of the Interpreter
Participants understandably found the position of the AR
interpreter, outside the frame of the TV, novel. In the tra-
ditional in-vision condition, the interpreter overlapped the
TV content and could obscure up to 1/7th of the content. In
the ‘half-body’ and ‘full-body’ conditions, the AR interpreter

overlapped the content very slightly but the AR interpreter
was transparent. Participants acknowledged that it is posi-
tive, that with AR interpreter conditions, the programme can
occupy the entire TV screen real estate and does not have to
be scaled down in favour of the sign language interpreter.
However, placing the interpreter outside the TV frame

raised comments from participants, that it required more
pronounced eye shifts and slight head movements thereby
increasing the physical workload. This caused participants
to feel a loss of connection between the AR interpreter and
content since the focus of the participant shifted more to-
wards to the AR interpreter due to not being able to use their
peripheral vision as much.

"With traditional method, you can see everything
within your eye line. You have to move attention
from one to the other in the HoloLens conditions
like a game of tennis. I wanted the signer on the
picture even if it obscured the picture. It would be
more acceptable" – P2 (UK)

Most of the participants indicated that they would prefer
to be able to determine the placement of the AR interpreter
themselves.

Clarity of the Interpreter
All participants acknowledged that the sign language inter-
pretations were of good quality. In the UK, some participants
said this was because the AR interpreter and the clarity of
the images through the HoloLens was good. However, some
of the participants mentioned that a complex background or
lack of contrast between AR interpreter and background can
affect intelligibility.

"[At home] We do not watch television in a dark-
ened room. The [laboratory] room has an optimal
background. In private rooms it is often differ-
ent. All in all, I would like the holograms to be
sharper, richer in contrast and the distance be-
tween HoloLens interpreter and the television to
be smaller." – P7 (Germany)
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Participant Preferences
In the interviews, the participants gave expanded feedback
and justifications for their individual preference.

Traditional (in-vision) vs. AR (HoloLens). Participants used
descriptive terms such as ‘flat’ and ‘3D’ while comparing the
traditional interpreter and the AR interpreters.

"She was sharper and she felt closer to you. It felt
like I had my own personal interpreter in the room
with me. I wanted to offer her a cup of tea." – P7
(UK)

"I found [the full-body interpreter] exciting, be-
cause you think that the interpreter was there live."
– P5 (Germany)

Participants who preferred the in-vision method of signed
content delivery indicated that it was easier for them to
follow the interpreter. One participant added that he found
it annoying to have to look back and forth between the AR
interpreter and the TV picture. Participants who preferred
the AR interpreter said they liked the fact that the important
part of the TV picture was not obscured by the AR interpreter.
Participant talk about the disconnect between AR interpreter
and the TV content in the AR conditions. Finger spelling gets
difficult to ‘read’ when the distance between the interpreter
and content gets wide.

"The HoloLens interpreter was clearer, quality of
the sign language, than the one on the TV. I didn’t
like the narrow field of view since I couldn’t watch
both at the same time and it was sensitive to my
head movement. I had to find the right angle." –
P1 (UK)

Half-Body vs. Full-Body. Participants, in the UK, were split in
their preference between the ‘half-body’ AR interpreter and
the ‘full-body’ AR interpreter. In Germany, participants pre-
ferred the ‘half-body’ interpreter. Participants who preferred
the ‘half-body’ AR interpreter stated that it contained all rel-
evant information. Some participants (Germany) explicitly
stated that the full-body interpreter contained “irrelevant
information”.

"It didn’t matter whether it was half or full. I con-
centrated from the hips upwards." – P6 (UK)

"Half the body is enough; I don’t necessarily have
to see the legs. This would allow me to see my
hands and face better. The whole body looks too big
and the face would be too small." – P8 (Germany)

Participants who preferred the full-body found it “more
pleasant and beautiful”, better “overall coverage” or “more
understandable and pleasant to read”.

"I prefer the full body. I didn’t really like the half. I
felt like I was missing when Dominique [the half-
body interpreter] used signs in the lower part of
the signing space in the half body. With the full
body, you could see more of the body language." –
P11 (UK)

Different interpreters have different styles of signing espe-
cially with respect to how much ‘formality’ and ‘constraint’
they put into their interpretation. The preference for ‘half-
body’ or ‘full-body’ interpreter might be dependent on the
interpreter captured.

AR Interpreters and Subtitles in AR. Most participants indi-
cated that subtitles were generally preferred to signed con-
tent. Three participants (2 in the UK, 1 in Germany) stated
that they could imagine getting subtitles delivered on the
HoloLens and that the subtitles should be fixed in the field
of vision. Although most of our participants thought that
the way subtitles are delivered currently is quite well done
already. Another participant (Germany) said that it strongly
depends on the skills of the interpreter whether he prefers
sign language to subtitles.
Participants, in both countries, said that translations by

non-hearing (deaf) interpreters – who use sign language
as their mother tongue – are often noticeably different or
better than those by hearing interpreters. Some interpreters
are seen as more emotive while others are seen as more
informative and the viewers’ preferences often depend on
the type of content.

Implications for the Future
Some of the participants made suggestions for extensions
of the technology. One participant (Germany) indicated that
he was interested in a 3D sign language interpreter. Another
said that he was wondering if it made sense to display several
AR interpreters to interpret conversations as options. This
urge to control and fine tune the sign language interpreted
experience was echoed by participants in the UK as well.

"Having control over where to place the signer
would be good. People have different preferences
and it would be good to adjust to type of pro-
gramme, peoples’ visual capability and wallpaper.
I don’t have time to make adjustments to such
a system and fine tune things. . . There should be
something universal." – P9 (UK)

However, there were concerns that the experience would
not be easy to personalise or that it would take too much
effort. Features participants wanted to control included: the
choice between a ‘half-body’ or ‘full-body’ AR interpreter,
the choice between a ‘hearing’ interpreter or a ‘non-hearing’
interpreter, the option to have subtitles, the functionality to
choose the scale and placement of the AR interpreter.

CHI 2019 Paper CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 532 Page 9



8 DISCUSSION
We aimed to evaluate the potential of AR technologies to
augment TV viewing with the delivery of synchronous sign
language interpretations of the content. Our data reveals
no outright preferences between the three methods of sign
language delivery. However, we gained a deeper insight into
our participants’ perceptions and pointers for improving the
design of AR interpreters [45].

Unsurprisingly, participants pointed out that the HoloLens
was not quite suitable yet for this type of usage due to the
technical limitations of the device. We tried to manage limita-
tions such as the weight and narrow field of view in the study
design and participant training, but there were also colour
separation issues as reported by Microsoft [31]. Despite the
limitations, participants liked the idea of using novel tech-
nologies to solve a real world problem in TV watching and
were open to the idea of using AR technologies to receive
synchronous sign language interpretations in the future (Fig-
ure 3b and Figure 3c). Unfortunately, we cannot predict if it is
worth putting extra effort into the production of ‘full-body’
interpreter videos.
At the beginning of the study, we thought it had the po-

tential to enrich the experience of viewing signed content.
However, that is not how all participants felt. Some thought
AR interpreters, particularly ‘full-body’ versions, were dis-
tracting while others thought it was natural and afforded a
sense of completeness. The principles used in the design and
management of interpreters for in-vision signed broadcast
content, as regulated by Ofcom [36] in the UK, seem to apply
to the building of AR interpreters. The important factors
include clarity of interpreter, maintaining the connection
between interpreter and content, placement of interpreter
relative to the content, the balance between the interpreter
overlapping over the content without obscuring the content.
Personalisation is key to delivering useful TV augments.

Our results show that the demands made by deaf viewers on
the sign-language service are very individual. Our observa-
tions indicate that a TV augment which proffers an AR sign
language interpreting option should exploit the potential of
the technology and offer sufficient degrees of freedom in
the presentation of the AR interpreter to the viewers. We
gathered from the participants that it would be desirable
to be able to determine the position of the AR interpreter
and that a changeable background or dress colour could im-
prove the intelligibility of sign language in some viewing
environments. There is an obvious advantage in being able
to tailor the way in which individuals from various back-
grounds across different age ranges and needs choose to get
their sign language interpretation. This has the potential to
be especially important for our younger audiences. Signed
content play an important role in the education of children

with hearing impairments especially where sign language
is their only form of communication and a lot of incidental
learning comes from signed video content. Using AR de-
vices in this way could have a significant impact on how we
might enable easier access to sign language interpretations
for content.

9 CONCLUSIONS & FUTUREWORK
We conducted an exploratory study, in both the UK and Ger-
many, to gauge participant responses to the concept of de-
livering synchronised sign language interpretations through
an optical HMD while watching a factual documentary on
a connected TV. There were two main differences, not by
design, in the implementation of the studies in both coun-
tries. Firstly, there were at least two experimenters and a
BSL interpreter to help conduct studies in the UK while in
Germany we had one experimenter who used the written
form of German for communicating with participants. This
might account for the more verbose responses from our UK
participants. We would recommend the use of a sign lan-
guage interpreter if working with participants in the deaf
community.
Secondly, in Germany, we used the same male sign lan-

guage interpreter for all three conditions tested, however,
in the UK, we used a female ‘hearing’ interpreter to build
the AR interpreters in the two AR conditions, but we simply
used the broadcasted signed content, with a female ‘non-
hearing’ interpreter, for the control condition. This meant
that there were two different interpreters used across the
conditions tested in the UK with two distinct styles of inter-
preting. This led us to unpick participant preferences which
depended on the style of interpretation of our two BSL inter-
preters. In future studies, it might be interesting to see how
different styles of sign language interpretation affect signed
experiences.

Would the experience be richer if the AR interpreter was
truly 3D? Participants commented that the AR interpreters
in the study looked 3D and in comparison, the in-vision in-
terpreter looked flat. The AR interpreters used in our study
were video cut outs projected on a 2D place (billboards).
Would participants respond differently to an experience ac-
companied by a volumetric video capture of a sign language
interpreter? Here, we focused on placing augments in front
of the viewer, as proposed by Vinayagamoorthy et al. [45].
How far can we push the capabilities of optical HMDs in
conjunction with a connected TV? When combined with
frame-accurate synchronisation technologies like DVB-CSS
[46], there is potential to place augments around the viewer
in their living room space. In future studies, it would be in-
teresting to explore how different types of users, including
children, react to novel accessible personalised experiences
designed specifically for a TV+HoloLens system.
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