
 

Should I Interfere? AI-Assistants’ 
Interaction with Knowledge Workers: 
A Case Study in the Oil & Gas Industry 

Juliana Jansen Ferreira 
IBM Research 
Rio de Janeiro, RJ, Brazil 
jjansen@br.ibm.com 

Ana Fucs 
IBM Research 
Rio de Janeiro, RJ, Brazil 
anafucs@br.ibm.com 

Vinícius Segura 
IBM Research 
Rio de Janeiro, RJ, Brazil 
vboas@br.ibm.com 

 

ABSTRACT1 

Artificial Intelligence (AI) assistants have been a hot topic for a few years. Popular solutions – such 
as Google Assistant, Microsoft's Cortana, Apple's Siri, and Amazon Alexa – are becoming 
resourceful AI-assistants for general users. Apart from some mishaps, those assistants have a 
successful history in supporting people’s everyday tasks. The same cannot be said in industry-
specific scenarios, in which AI-assistants are still a bet. Companies combining AI with human 
expertise and experience can be stand out in their industry. This is particularly important for 
industries that rely their strategic decision-making processes on knowledge workers actions. More 
than another system, AI-assistants are new players in the human-computer interaction. But how 
and when should an AI-assistant interfere in a knowledge worker task? In this paper, we present 
findings from a case study using the Wizard of Oz approach in an oil and gas company. Our 
findings begin to answer that question for what kind of interference knowledge workers in that 
domain would accept from an AI-assistant. 
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 CCS CONCEPTS 

• Human-centered computing → User studies; Field studies 

• Human-centered computing → Field studies 
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1 INTRODUCTION 
The undeniable and growing significance of Artificial Intelligence (AI) technology presents a new 
set of concerns and challenges for the human-computer interface community. Those concerns and 
challenges are related to direct effects of AI technologies on people’s lives. Human cognitive 
processes and computers can now be coupled very tightly, and the resulting partnership will 
present new ways for the human brain to think and computers to process data. AI-as (AI-a) are 
now real social actors [10] as they are active players in the interaction with people. They can learn 
and change their behavior while they interact with users. It presents new experiences and 
challenges not only for users but also for technology developers [3]. As the developers cannot 
foresee all the possible scenarios, the UX design becomes even more important in the 
communication between people and AI-as. 

The investigation of AI-as (especially conversational agents or chatbots) interaction with users is 
presenting interesting results related to general tasks, like add an appointment to a calendar, call 
another person, shop online, and so on [4][8][12] using mainly voice commands. That kind of AI-as 
aims to help a lot of different people [1][14], even people with disabilities [5]. But when we 
consider a specific user – a knowledge worker, an expert in a given domain or industry, with a lot 
of expertise on a set of tasks and daily dealing with tacit knowledge – the AI-a interaction 
planning and design becomes even more complex. 

Knowledge workers are people that work based on what they know, their previous experience, and 
personal tacit knowledge. Their main tasks are, for example, acquiring, searching, analyzing, and 
creating knowledge, as well as organizing, planning, and making decisions. Environmental and 
context aspects impact on the cognition and decision making of knowledge workers [9]. The tacit 
component of knowledge, which is highly embedded in individuals, is a key source of competitive 
advantage [2][14]. The partnership between AI-as and those knowledge workers can combine what 
each one does best: AI dealing with a lot of data, finding patterns and relations; and the knowledge 
worker teaching the assistant what they know about their industry domain. 
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Figure 1: Seismic image example 
(Netherland – Central Graben – inline 

474) 

 

 

Figure 2: Same seismic line as Figure 1 
with different visualization 

characteristics. 

For designing an AI-a interaction with knowledge workers, we need to investigate when, how, and 
for what purpose AI-as should interfere with knowledge workers activities [13] For that, we 
designed and executed an experiment using the Wizard of Oz technique [6][7] to identify what 
kind of AI-a’s interference are considered relevant by a group of knowledge workers. Our case 
study was executed in an oil and gas industry, in the context of a knowledge intensive process 
called seismic interpretation. Our initial findings helped us guide the design of our AI-a interaction 
with our knowledge workers, the interpreters. 

2 OIL AND GAS CONTEXT OF CASE STUDY 
The main practice we are investigating is the seismic interpretation, which is a central process in 
the oil and gas exploration industry. This practice main goal is to support other decision-making 
processes by reducing uncertainty. To achieve that goal, different people work alone and engage in 
multiple informal interactions and formal collaboration sessions, embedding biases, decisions, and 
reputation. Seismic interpretation is the process of inferring the geology of a region at some depth 
from the processed seismic survey2 . Figure 1 and Figure 2 show examples of seismic data lines (or 
slices), which is a portion of a seismic survey. 

The main knowledge workers in seismic interpretation practices are the interpreters, which play 
strategic roles in the decision-making processes. They combine formal knowledge from books, 
scientific papers, reports from previous projects, and their tacit knowledge to define where and 
when a company should invest to discover and produce oil and gas. The main process in this 
studies context is the seismic interpretation process. 

The oil and gas industry is very sensitive about their data. Therefore, all images used to illustrate 
the seismic interpretation process in this paper were taken from a free and public data set of the 
Netherlands Offshore F3 Block in Open Seismic Repository3. 

3 WIZARD OF OZ METHOD 
We used the Wizard of Oz (Woz) approach [6][7] to evaluate interference content of our AI- 
Assistant “CoRgI” [11] for the oil and gas industry. One researcher played the role of the wizard to 
interact as our AI-a with users. We selected the Woz technique because it can provide valuable 
information on which to base our future designs. It presents characteristics we need for this 
research like allow to gather actual human responses about the non-existent interaction and test 
design of feedback through output technologies [7]. 

                                                                 
2 https://www.britannica.com/science/seismic-survey 
3 https://opendtect.org/osr/ 
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Figure 3: Field Studies results as input 
for evaluation with Woz. 

We had two previous field studies (Figure 3) where we explored and investigated the knowledge 
workers’ practices, workplace, data sources, and other inputs to understand the nature of the 
seismic interpretation process to propose an AI-a to empower interpreters on the interpretation 
process. In the first field study we were able to get acquainted with workflows, semantic terms and 
categories, tools, people interaction, and other practices that could provide us with input and 
insights on how an AI technology could help improve knowledge-intensive activities. In the second 
field study, participants presented known cases, where the knowledge workers presented the main 
events of those cases. They talked about the source of data used, key decision moments, pain 
points, common practices, other knowledge workers involved, and so on. We have five cases 
mapped, which gave us enough knowledge to propose our AI-a’s moments of interference with the 
knowledge workers’ tasks. 

We decided to evaluate eleven interferences that CoRgI could do while users were interacting with 
a seismic interpretation software. We had the collaboration of seven participants. The moments 
and content of the interferences were also based on what we learned in the previous field studies. 
We learned the following facts about interpreters: 

• Interpreters start by doing individual interpretations before they share their findings with 
others, 

• Interpreters are very sensitive about sharing their on-going work with others, 
• Interpreters collaborate with more experienced colleagues in peer reviews, 
• Previous interpretations in a given context, from the same interpreter or others, may provide 

more knowledge about that context, 
• Interpreters look for formal references such as published papers and books to substantiate 

their interpretations, 
• They may not know about every person’s previous experience, and 
• They may not know about every person’s current context of seismic investigation. 

Based on what we learned about interpreters’ practices, we defined a list of possible interference 
(Table 1) related to a few common tasks interpreters perform during the interpretation process. 
The tasks we selected were a) draw a polygon in a seismic data, b) run visual recognition 
algorithms using a drawn polygon as reference, c) associate a paper to a seismic data, d) open a 
seismic data to interpret, and e) associate people to a project. 

There were two researchers in the room with the users: one was guiding the study and the other 
was observing the user’s interaction to send the interferences in the moments where we intended 
in the CoRgI’s interaction design (the wizard). The researchers were well known by users, since this 
study is part of a larger research project, and they did not notice that the Woz technique had been 
applied. At the end of the sessions, we explained to each user the study goals and why and how we 
used the Woz technique. 
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  Table 1: CoRgI’s interferences for Woz study. 

  Interference Content 

1 
"Other people have experience in this basin 
as Basin Modeler. Do you want to list 
them?" 

2 
"John Doe worked on 4 projects in this basin. 
Do you want to see his public history of 
investigations?" 

3 
"There are 12 investigations in this cube: 7 
public and 5 private. Do you want to know 
more about them?" 

4 
"There is a Mini Basin in this seismic cube 
starting around Inline 9500. I suggest you 
analyze it using XPTO algorithms." 

5 
"There are 8 investigations with similar 
selected area: 3 public and 5 private. Do you 
want to know more about them?" 

6 

"It seems you are looking for X structures. 
There are 5 investigations in this cube where 
X structures were annotated. Do you want to 
see them?" 

7 
"It seems that you are looking for Y. There 
are 9 investigations in this cube that show Y 
evidence. Do you want to see them?" 

8 
"It seems you are looking for W. There are 3 
papers in other projects related to it. Do you 
want to see them?" 

9 

"This paper is also associated to Project A. 
Project A is a private project, but you can 
reach out to its project owner Ana Fucs for 
more details." 

10 
"This paper is also associated to Project A. 
Do you want to explore Project A 
information?" 

11 

"The green region appears to show X 
structure. There is another result showing X 
in a different investigation. Do you want to 
analyze it?" 

The data from our user studies were collected by capturing users’ screen while interacting with the 
interpretation software. A video (with audio) from each user’s study was recorded, with user’s 
formal consent. In this way, we also had the user’s verbalization about the interaction, 
interferences and any feedback they could provide regarding the CoRgI’s design. 

4 FINDINGS 
Our goal was to assess how interpreters, knowledge workers from the oil and gas industry, would 
react to the interference of an AI-a in a defined set of their work practices. We executed the study 
with five interpreters. The users provided feedback to researcher in three ways: 1) verbally talking 
about the interference in a given task, 2) accepting the CoRgI’s suggestion about the task; and 3) 
rating CoRgI’s interference (Figure 4). 

As we mentioned before, we designed the interferences considering the context of a few common 
tasks interpreters perform during the interpretation process. After analyzing the study data, we 
organized the interferences in three classes: a) Linked by Data: Data related to the interaction 
context as link to AI-a interference, b) Linked by Knowledge: Knowledge created in the 
interaction context as link to AI-a interference and, 3) Linked by People: People with experience in 
the same interaction context as link to AI-a interference. (see Table 2). 

This was an initial test to assess users’ feedback regarding the relevance of the designed 
interferences. Therefore, we classified the participants’ reactions into three categories: “relevant”, 
“relevant, but”, and “irrelevant”. All interferences in the “data” and “people” classes were defined as 
“relevant” by all users (P4 was not able to respond about interference #9 – linked by data class - 
and did not gave researchers any more feedback). The linked by knowledge class was the class with 
different feedbacks (Figure 5). 

An example of a “relevant” feedback was provided by participant 3 (P3) related to interference #4: 
P3: This is related to other investigations other people made in the same region? / Researcher: Yes 
/ P3: It is useful... if someone already worked on this area, I don't need to re-do some of the work. 

Related to the “relevant, but” feedback, we had the following feedback provided by participant 4 
(P4): P4: Are those investigations in the same project that I am in? / Researcher: Yes...do you 
think they are relevant? / P4: Yes and no... imagine that I am trying to map salt structures and I 
have already notice some... this is already done... it is asking if I want to see the previous ones... If I 
did a little while ago, I do not want to see it again now... 

For the “irrelevant” classification, participants 3 and 4 (P3 and P4) provided strong feedbacks. 

They both indicated a negative reaction related to the interference, but what they meant was that 
the context of the AI-a interference content was incorrect: P3: You are wrong, this is not even 
chaotic... / P4: Chaotic structures? No, not here... / 
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Table 2: Classes of interference 

Class of 
interference 

Interferences 
(see   Table 

1) 

Linked by Data 3, 9, 10 

Linked by 
Knowledge 

4, 5, 6, 7, 8, 11 

Linked by 
People 

1, 2 

 

 
Figure 4: CoRgI's interface 

We had positive reaction from users related to contextualized interferences from CoRgI. The context in 
which user are interacting has a strong linking power, regardless the link used (data, knowledge, or 
people). Some users’ feedback quotes are about the importance of interaction context: P4 about 
interference #4: Ok, this is useful if I am studying mini basins... we must guarantee that it (CoRgI) 
knows what I am looking for. If not, this (interference) is something loose... / P5 about interference 
#11: Yes, it does make sense... you do this kind of analysis and finds other similar analysis...same project, 
same seismic... 

Regarding individual (private) and public knowledge, the context in which tasks are executed was also a 
subject for discussion: P1 about interference #3: … sometimes people look at seismic for reasons that 
may not be important… 

5 DISCUSSION ABOUT FINDINGS 

The “Linked by knowledge” interference class presented the most diverse results from user’s feedback in 
this study, but we need to investigate further. We are aware that it was an initial study with few 
participants and we need more data and user studies to say more about our designed interferences for 
those users.  

We collected interesting feedbacks related to design options for our AI-a that support knowledge workers 
that collaborate with each other. For example, interpreters may want to start from someone else’s 
interpretation. One interpreter got to point C by passing through points A and B. Other interpreters may 
need to get to point E, but they can start from the work the other interpreter did to get to point C and 
speed up their work. 

The interferences that got a “relevant, but…” feedback have a clear necessity to further investigation. The 
participants gave us examples of situations where the interference could not work, but the task context 
needs to be considered for those cases. We need to get back and discuss with those same participants 
about those cases and get new users feedback to check if the conditional relevance of interferences is 
pointed by more users. 

In this study, we noticed a difficulty that participants had from distinguishing the relevance of the 
interference from the content of the interference. An AI-a has a learning curve; the user needs to teach 
the assistant about the context they are working. The concept of an AI-a is new in the oil and gas 
industry, therefore, this confusion about the relevance of the interference in a given point in the task and 
its content may be associated to this novel aspect of the technology in the industry practice. 

6  CONCLUSION & WHAT’S NEXT 
This case study goal was to investigate when, how, and why (for what purpose) AI-as should interfere 
with knowledge workers activities in the oil and gas industry. We observed that the whole AI system 
scenario is very new to our users and we believe that it may had a considerable impact in our assessment 
of an AI-a interferences. Therefore, we need to take this discovery as a premise for future studies. 
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Figure 5: Pie Chart of users' feedback to 
“liked by knowledge” classes 

interferences 

 

The context of knowledge workers’ practices is very anchored in the investigated context. Since we 
used real, but general, scenarios for this study, some users did not have the tacit knowledge or 
even the motivation to engage with the AI-a. We believe that a combined user study considering 
an interesting scenario for the user can provide us with more insightful feedback for future 
designs. 
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