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ABSTRACT

Training thin deep networks following the student-teacher learning paradigm has received intensive attention because of its excellent performance. However, to the best of our knowledge, most existing work mainly considers one single teacher network. In practice, a student may access multiple teachers, and multiple teacher networks together provide comprehensive guidance that is beneficial for training the student network. In this paper, we present a method to train a thin deep network by incorporating multiple teacher networks not only in output layer by averaging the softened outputs (dark knowledge) from different networks, but also in the intermediate layers by imposing a constraint about the dissimilarity among examples. We suggest that the relative dissimilarity between intermediate representations of different examples serves as a more flexible and appropriate guidance from teacher networks. Then triplets are utilized to encourage the consistence of these relative dissimilarity relationships between the student network and teacher networks. Moreover, we leverage a voting strategy to unify multiple relative dissimilarity information provided by multiple teacher networks, which realizes their incorporation in the intermediate layers. Extensive experimental results demonstrated that our method is capable of generating a well-performed student network, with the classification accuracy comparable or even superior to all works together provide comprehensive guidance that is beneficial among examples. We suggest that the relative dissimilarity be/t_ter provided with instructive comments and that the function capacity can be maximized. On the other hand, the sheer size of parameters implies the demanding memory storage and computation resources in the inference stage. Wide and deep networks thus cannot accommodate the most low-end computation devices, such as smartphones and tablets. Moreover, the overmuch parameters may induce the networks prone to overfitting [29, 30]. One natural remedy is to directly train a new thinner but deep network with fewer parameters, hoping that it still has the excellent performance. Larger depth size is advocated since it has been demonstrated to induce more abstract and invariant representations at higher layers [2] and further improve the classification accuracy. Nevertheless, deeper networks could be rather challenging to train [8, 19], considering the degree of networks’ non-convexity and non-linearity would dramatically increase.

Squeezing the wide deep networks at hand into a new thin deep network has received increasing attention in recent years. The well-trained wide deep networks are naturally regarded as teachers, which have the capability of guiding the training of a new student network of the smaller size. The student-teacher learning paradigm is inspired by the learning principle underlying the cognitive process of human learning. The intuition can be explained in analogous to human education in which a student is supposed to understand and learn a concept better provided with instructive comments and guidance from teachers. Many efforts have been made to transfer the valuable knowledge from the teacher networks for the training of the student network, so that the corresponding training cost can be eased. For example, [15] proposed to mimic the softened
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1 INTRODUCTION

Nowadays, deep neural networks (DNNs) have been highlighted for their remarkable achievements in many tasks, such as image annotation [37] and object classification [25]. These networks differ in the architecture and structure for distinct ideas of the design. They are often composed of a large volume of parameters with considerable width and depth, so that the function capacity can be maximized. On the other hand, the sheer size of parameters implies the demanding memory storage and computation resources in the inference stage. Wide and deep networks thus cannot accommodate the most low-end computation devices, such as smartphones and tablets. Moreover, the overmuch parameters may induce the networks prone to overfitting [29, 30]. One natural remedy is to directly train a new thinner but deep network with fewer parameters, hoping that it still has the excellent performance. Larger depth size is advocated since it has been demonstrated to induce more abstract and invariant representations at higher layers [2] and further improve the classification accuracy. Nevertheless, deeper networks could be rather challenging to train [8, 19], considering the degree of networks’ non-convexity and non-linearity would dramatically increase.

Squeezing the wide deep networks at hand into a new thin deep network has received increasing attention in recent years. The well-trained wide deep networks are naturally regarded as teachers, which have the capability of guiding the training of a new student network of the smaller size. The student-teacher learning paradigm is inspired by the learning principle underlying the cognitive process of human learning. The intuition can be explained in analogous to human education in which a student is supposed to understand and learn a concept better provided with instructive comments and guidance from teachers. Many efforts have been made to transfer the valuable knowledge from the teacher networks for the training of the student network, so that the corresponding training cost can be eased. For example, [15] proposed to mimic the softened
output of the teacher network; in this way, the dark knowledge can be distilled into the student network. During training, the student network not only approximates the output of the teacher network, but also attempts to predict the ground-truth labels. Besides the softened output of the teacher network, the property of its intermediate representational layers has been also explored for the knowledge transfer towards the student network. In this way, both the intermediate representational layers and the output layers of the student network will receive the supervision from the teacher network. Fitnets [26] required the output of some intermediate layer of the student network to linearly predict that of a teacher network’s intermediate layer. Representational distance learning (RDL) [24] proposed to keep the exact pairwise distance between intermediate representations in both teacher and student networks.

Two heads are better than one. A student, in practice, does not solely learn from a single teacher. Instead, he or she may receive the guidance on learning a knowledge point from different teachers in the school, after the school, or even on the Internet. By doing so, the student can fuse different illustrations from multiple teachers to establish his own comprehensive and in-depth understanding of the knowledge. Equivalently, we can also employ multiple teacher networks to help the learning of student networks. There are already some off-the-shelf networks of carefully tailored architectures and promising performance, such as Alexnet [18], VGG16(19) net [29], Resnet [14] and Googlenet [30]. Although there is an absolute rank in their classification accuracy, we suggest that each network can provide some distinct and useful comments that are beneficial for training the student network. However, most of the current literatures do not focus much on this problem, which to some extent causes the waste of resources. The idea of combining multiple teacher networks is consistent with that of multi-view learning [34–36], which assumes that multiple views are more helpful for the learning task than a single view.

In this paper, we investigate training a thin and deep student network by integrating the knowledge from multiple teacher networks. In specific, we employ the information of the intermediate and output layers in teacher networks to regularize some layers of the student networks. Different from FitNets [26] and RDL [24], we suggest that the relative dissimilarity between feature maps of different examples generated by intermediate layers serves as a more flexible and appropriate guidance from teacher networks. Based on a triplet fashion, the relative dissimilarity of examples is encouraged to be maximally maintained between the student network and the teacher networks, acting exactly as the transferred knowledge. Note that different teacher networks tend to have distinct relative dissimilarity relationships. We leverage a voting strategy to unify multiple relative dissimilarity information, which can be transferred into the student network. We evaluated the proposed algorithm in several benchmark datasets including CIFAR-10, CIFAR-100, MNIST and SVHN. The experimental results demonstrated that our method is capable of generating a well-performed student network, with the classification accuracy comparable or even superior to all teacher networks, yet having much fewer parameters and being much faster in running. Moreover, our method also outperforms the current state-of-the-art methods in student-teacher paradigm, partially validating the effectiveness of the proposed relative dissimilarity transfer mechanism and the benefits from incorporation of multiple teacher networks.

The rest of the paper is organized as follows. In Section 2, we discuss some related work that shares similar motivation or methodologies with our method. Then Section 3 formally illustrates our proposed method, including the usage of the triplet loss for relative dissimilarity guidance and the core unification of the guidance from multiple teacher networks. We conduct various experiments on benchmark datasets to validate the effectiveness of our proposed method in Section 4. Ultimately, concluding remarks are attached in Section 5.

2 RELATED WORK

Our work is related to three main aspects or problems among the literatures, which are model compression, training networks with considerable depth and the student-teacher learning paradigm. We will discuss these three aspects respectively.

2.1 Model compression.

Given the fact that the parameters in the huge networks usually have significant redundancy, a number of model compression methods have been developed to compress the well-trained network at hand for a new fast-to-execute and memory-saving model, which has the same or comparable performance. [7] approximately decomposed the large weight matrices into the multiplication of two smaller matrices and [22] utilized a sparse decomposition to reduce the parameters. Or by pushing some neurons to share the same weights, the number of free parameters can also be largely reduced. [9] utilized vector quantization to make similar weights to share the same cluster center and [5] adopted hashing trick to aggressively assign the co-sharing pattern. Extremely, [6] pushed all weights into binary values (1 & -1) with satisfying performance still achieved. Instead of retaining the original structure of the networks, [13] pruned the unimportant neurons. More recently, some complete compression frameworks have also been developed. For example, deep compression [12] integrated pruning, quantization, and Huffman coding to comprehensively compress the networks without affecting accuracy. CNNPack [32] treated filters as images, and adapted image compression techniques for help. In contrast, the proposed algorithm aims to build a new network, which itself has fewer parameters and faster running speed than that of the reference network, but with comparable performance.

2.2 Training networks with considerable depth.

Training a new network which has fewer parameters and comparable performance with the target network usually needs to increase the depth to accommodate demanding modelling capacity. However, the increasing depth may worsen the vanishing gradient phenomenon and induce the training difficulty as a result. Without the help of a teacher network, some algorithms used pre-training strategy to train the network layer by layer and initialized the network with a potentially good start in supervised manner [3] or unsupervised manner [3, 16]. Other literatures attempted to add auxiliary loss functions in the intermediate layers, in order to enhance the weak learning signal caused by traditional backpropagation. For example, [33] proposed a variety of semi-supervised embeddings.
to the intermediate outputs and [11, 20, 30] argued that the discriminability of the internal representations against the labels would make a contribution to the training of deep networks. The supervision is implemented by introducing an MLP and a softmax classifier on the intermediate representations.

2.3 Student-teacher learning paradigm

By regarding the network with large depth but thin width as a student network, off-the-shelf teacher networks can be applied to boost its training process and the resulting performance. This student-teacher learning paradigm has been widely studied, and our proposed method belongs to this learning paradigm as well. It is straightforward to encourage the student network to mimic the outputs of the layer before the softmax layer in the teacher network via mean squared error (MSE) \[ \text{MSE} \]

\[ \text{MSE} = \frac{1}{2} \sum_{i} (O_{i} - \hat{O}_{i})^2 \]

where \( O_{i} \) and \( \hat{O}_{i} \) are the intermediate layer’s outputs of the teacher network and the student network respectively. \( r \) is a linear regressor with parameter \( \theta_{HT} \), e.g. a fully connected regressor or a convolutional one. Thanks to introducing the intermediate constraint, FitNets is capable of training a deeper student network, with comparable or even better classification performance obtained.

Representational distance learning (RDL) [24] also investigated the effectiveness of the knowledge transferred from the intermediate layers of a teacher network. More specifically, it enables a student to learn the intermediate representational spaces of a teacher network by turning to representational distance (or dissimilarity) matrices using a portion of training examples. Its goal is to keep the pairwise distance values between the student network and the teacher network at some intermediate layer by minimizing the following loss:

\[ \mathcal{L}_{RDL}(\theta_S) = \frac{1}{2(n^2 - n)} \sum_{i=1}^{n} \sum_{j \neq i} ((d^\text{inter}_{ij})^{2} - (d^\text{inter}_{ij})^{2}) \]  

(3)

with the pairwise distance defined as

\[ (d^\text{inter}_{ij})_{ij} = d(O^\text{inter}_T(x_i), O^\text{inter}_S(x_j)) \]

\[ (d^\text{inter}_{ij})_{ij} = d(O^\text{inter}_T(x_i), O^\text{inter}_S(x_j)) \]

where \( d(\cdot, \cdot) \) is a distance or dissimilarity metric. Our work also draw support from the concept of dissimilarity among examples, however, we put emphasis on the relative dissimilarity instead of the absolute value of dissimilarity. Thus our method enjoys more flexibility and relaxation than RDL.

As illustrated previously, adding the auxiliary constraint on the intermediate layers of the student network is regarded as an efficient way to transfer the teacher network’s knowledge into the student network. The advantages brought by this practice are mainly two-fold. First, this very constraint can provide guidance during the training to pull the student network into a good local minima. As a consequence, the student network is expected to obtain a better classification performance than that only using the label supervision at the output layer. Second, since the student network can be much deeper than the teacher network, its training may well be trapped in the vanishing gradient dilemma. Thus the auxiliary constraint can serve as stimulations for the gradients, and lead to good convergence behavior.

3 METHOD

In this section, we elaborate the proposed method, which is capable of incorporating multiple teacher networks to help training a thin and deep student network. In specific, our proposed method can implement the incorporation not only in the output layer but also in the intermediate layers. Formally, given a student network \( N_S \) parameterized by \( \theta_S \) and a training dataset \( \mathcal{D} := \{(x_i, y_i)\}_{i=1}^{n} \), our goal is to regularize its both output layer and intermediate layers using the knowledge transferred from multiple teacher networks \( \{N_T^m\}_{m=1}^{m} \) parameterized by \( \theta_T^m \). In the following, we illustrate the constraints imposed on the output layer and the intermediate layers, respectively. Then we discuss how to combine multiple teacher networks in a unified fashion, together with some necessary details presented.
As previously illustrated, dark knowledge distillation acts as an effective way to explore the beneficial information of the teacher network’s output layer. The student network is encouraged to learn from the softened output of the teacher network via the additional loss \( \mathcal{H}(N^+_T, N^+_S) \) in Eq.(1). When dealing with multiple teacher networks, there are also multiple softened outputs. Similar with [15, 26], we choose to average their soft labels, and the corresponding loss is generalized into

\[
\mathcal{L}_{KD}^{\text{multi}} = \mathcal{H} \left( \frac{1}{m} \sum_{i=1}^{m} N^+_T(x_i), N^+_S(x_i) \right).
\]

The averaged softened output serves as the incorporation of multiple teacher networks in the output layer. Minimizing the loss Eq.(4) fulfills the knowledge transfer at this layer. Moreover, the averaged softened output is supposed to be more objective than any of individuals, for it can weaken the unexpected bias of the softened output existing in some examples.

However, only with the distilled dark knowledge in the output layer, the student network may still suffer from the difficulty of training for its considerable depth [26]. Similarly, we investigate to incorporate multiple teacher networks in intermediate layers as well. As discussed above, FitNets employs the hints in the teacher network’s intermediate layers, taking the intermediate output also as the target of the student network’s intermediate output. RDL advocates maintaining the representational space by keeping the pairwise distances between representations, utilizing the mean squared error (MSE) to measure the discrepancy of dissimilarity between the teacher network and the student network. Both methods convert the teacher network’s guidance into auxiliary constraints on the outputs of intermediate layers. However, the proposed constraints are not suitable for the case of multiple teacher networks. On the other hand, FitNets and RDL propose to learn the exact values of intermediate output and pairwise dissimilarity, respectively. Nevertheless, these two objectives may be too strong for the student network to learn, which is usually caused by the inconsistent value dimensions between the student network and teacher networks with different architectures. Due to this harsh guidance, the flexibility of the student network could be crumbled and might be weak to adaptively learn the network as well as following the teacher’s guidance. In the following, we propose to adopt a more flexible constraint imposed on the intermediate representations of the student network. And it can be applied naturally to multiple teacher networks.

### 3.1 Relative dissimilarity among intermediate representations

As discussed in [33], dissimilarity among training examples (or the intermediate representations) can be used to characterize the corresponding representational space. Thus we can take the dissimilarity relationships at intermediate layers as the transferred knowledge to boost the learning of student network. From the point of view in human cognition, it is hard to judge whether two objects A & B are similar or not, together with how much they are similar. However, people are capable of comparing the dissimilarity among more (at least three) objects. For instance, given A&B and A&C, it is easy to judge which pair is more alike or different. This practice is a more flexible and weaker manner to describe the dissimilarity for we do not have to know the exact dissimilarity values but the relative rank relationships.

Therefore, we argue the relative dissimilarity among examples in the intermediate representational space is a more flexible and appropriate property within multiple teacher networks. As discussed above, we propose to adopt triplets to describe this very relative dissimilarity. Triplet-based constraint has been verified to have excellent performance in metric learning [17] and classification tasks [27]. In this way, we can encourage the relative similarity relationships in the student network to be consistent with that in teacher networks. By doing this, the knowledge transfer is accomplished in the intermediate layers, and the student network is equipped with sufficient learning flexibility as well. Most notably, this very relative similarity is suitable for the multiple teacher networks, and independent of the various value dimensions existing in different teacher networks. For the simplicity and clarity of the presentation, we first illustrate the case of one single teacher network, and formulate the basic methodology and details. Then we discuss particularly how to combining multiple teacher networks using this relative similarity in the next subsection.

Formally, denote the single teacher network as \( N_T \) parameterized by \( \theta_T \). Suppose the index of the target intermediate layer of the student network is \( i_dS \), and its output is determined by the parameter \( w_S \), we have \( w_S \subset \theta_S \). Thus the intermediate output \( (i.e. \text{learned representations}) \) of each example in \( i_dS \) layer of student network is calculated as

\[
p_i = N_S(x_i; w_S) = N_S(x_i; i_dS, \theta_S)
\]

and that in teacher network is

\[
q_i = N_T(x_i; \theta_T) = N_T(x_i; i_dT, \theta_T).
\]

In this paper, we quantize the dissimilarity between two examples’ intermediate output as their distance according to some distance metric \( d(\cdot, \cdot) \), \( i.e. d^T_S = d(p_i, p_j) \) and \( d^S_S = d(q_i, q_j) \). In our method, we utilize the \( \ell_2 \) distance metric. Given a triplet \((p_i, p_q, p_w)\) where \( p_i \) is the anchor point, there exists a partially ordered relation in terms of the relative similarity, \( i.e. p_i^+ \succ p_i^-= \), which means that \( p_i^+ \) is less dissimilar or has smaller distance \( d(p_i, p_i^-) \) with \( p_i \) than that of \( p_i^- \). Hence, given an arbitrary \((p_i, p_q, p_w)\), we propose to determine the partially ordered relation according to the teacher network. Specifically, let

\[
p_i = \begin{cases} p_i^+, & \text{if } d(q_i, q_j) < d(q_i, q_k) \\ p_i^-, & \text{otherwise}. \end{cases}
\]

Then we keep the relative dissimilarity relationships of the teacher network into the student network, and in this way, we accomplish the knowledge transfer. In specific, we adopt the triplet loss as the loss function to penalize the violation of this relative dissimilarity, and the loss imposed on the intermediate layer of the student network is

\[
\mathcal{L}_{RD}(w_S; x_i, x_i^+, x_i^-) = \max(0, d(p_i, p_i^-) - d(p_i, p_i^+) + \delta)
\]

where \( \delta > 0 \) is a small number to prevent the trivial solution. From the Eq.(6), we can see when the example \( x_i^+ \)’s intermediate representation \( p_i^+ \) is farther from \( p_i \) than that of example \( x_i^- \)’s intermediate representation \( p_i^- \), the ordering given by the teacher
3.2 Combining multiple teacher networks

From Eq.(6) we can see the determination of the triplet’s partially ordering relationship is the core of the knowledge transfer from a teacher network into the student network. Multiple teacher networks may have different ordering relationships, thus how to unifying these relationships is the gist of incorporation of multiple teacher networks. Besides, one potential issue is that the feature maps at the convolutional layers can be very noisy [31]. Hence the ordering relationships determined by the teacher network are prone to getting influenced by the annoying noise. Fortunately, when we have multiple comparable teacher networks at hand, this problematic issue can be easily lightened by incorporating them.

**Voting strategy.** Given m teacher networks \( N_{T_1}, N_{T_2}, \ldots, N_{T_m} \) and a triplet pair \((q_i, q_{i1}, q_{i2})\), thus all teacher networks might give two guidance orders, i.e. \( q_{i1} \succ q_i \) or \( q_{i2} \succ q_i \). Due to the noise or the undulatory property in the representational space, there are usually conflicts of the orders among all teacher networks.

To conclude a convincing result of the Oracle order, we can use voting strategy to select the best order; namely, we choose the majority side as the final guidance order suggested by the teacher networks. This practice can not only make the orders more robust in terms of the incident flip of orders due to the noise, but also naturally combine the multiple teacher networks. In this way, the incorporation in the intermediate layer is accomplished.

To fully take advantage of the teacher networks, we integrate the two constraints on both output and intermediate layers, and the whole objective of the student network for the triplet pair \((x_i, x_i^+, x_i^-)\) and their groundtruth label \((y_i, y_i^+, y_i^-)\) can be written as

\[
\mathcal{L}(\theta_S) = \sum \left[ \mathcal{H}(y_i, N_S(x_i)) + \alpha \mathcal{H}(\frac{1}{m} \sum_{t=1}^{m} N_{T_t}^2(x_i), N_{S}^2(x_i)) \right] + \beta \mathcal{L}_{RD} (w_S; x_i, y_i^+, y_i^-) \tag{7}
\]

where \(\alpha, \beta \geq 0\) are the weights balancing all three objectives; the \(\sum\) sign means the sum over three items in the triplet pairs \((x_i, x_i^+, x_i^-)\) and \((y_i, y_i^+, y_i^-)\). Note that the first term in Eq.(7) refers to the conventional cross-entropy between the output probability of the student network and the corresponding one hot code groundtruth labels; the second term encourages the student network to grasp the fine-grained label information in the output layer learned by the teacher networks; the third term enforces the student network to have the same or similar relative dissimilarity relationships in the intermediate layers as the teacher networks do. The whole method is visualized in Figure.1.

---

Figure 1: A graphical diagram for the proposed method to train a new thin deep student network by incorporating multiple comparable teacher networks. The method consists of three losses, including label prediction loss, dark knowledge loss and the relative similarity loss. The incorporation of multiple teacher networks exists in two places. One is in the output layers via averaging the softened output targets; the other lies in the intermediate layer by determining the best triplet ordering relationships.
As shown in Figure 1, the student network is provided with three losses, and the whole network’s update is implemented by minimizing the loss Eq.(7). The learning process is related with two parameters, i.e. α and β, which represent the weight of the output constraint and the intermediate representational constraint, respectively. In our training, we gradually anneal α and β with a linear decay. In this way, the whole process can be regarded as a natural transition from learning under the teachers’ guidance to the self-regulated learning.

Note the training process of the student network has the triplet inputs; triplet selection is a key issue in optimizing triplet-based objective losses [27]. In our problem, the triplet loss implies the knowledge distilled from the teacher networks. However, during the network update, if the triplet pair input has the exact relative dissimilarity relationship with that of teacher networks, then its triplet loss would be zero; as a result, this triplet will have no contribution to the update of the student network for its gradient on the triplet loss remains zero. This brings in two disadvantages. On one hand, these consistent triplets would prevent the student network from being guided by the teacher networks in the intermediate layers for their triplet losses being zero. Then the guidance from teacher networks would be weakened or even crippled, which we do not expect to happen. On the other hand, these non-contributing triplets probably slow the convergence for their corresponding updates with little progress. Thus we tend to select the triplets that violate the triplet constraint (i.e. non-zero triplet loss) such that the teacher networks do have a prominent impact on the update of student network. In our method, we propose to generate triplets online [27], namely, selecting the triplets from within a mini-batch that are most inconsistent with the ones provided by teacher networks.

Selecting layers in the student and teacher networks. One open question is that before training, which intermediate layer of the student and teacher networks should be used. As for the selection of the student network’s intermediate layer, the middle layer or around empirically tends out to be a good option [26]. As for the selection of intermediate layer for one single teacher network, the middle layer might be also a good choice. However, when it comes to multiple teachers, this problem can be more complicated, and prone to this empirical yet subjective determination. Here we present a rule that can perform the layer selection driven by the data tactfully as well as affected by the human empirical decision.

As discussed previously, there exist conflicts about the order of triplet pair (q₁, q₂, q₃) among all teacher networks. Let [1 : m] be the set containing all positive numbers no greater than m. Besides, denote the indexes of all teacher networks satisfying qᵢ > q₂, q₃ as φᵢ ⊂ [1 : m] and φᵢ ⊂ [1 : m] otherwise. Given n triplet pairs eᵢ = (qᵢ, qᵢ, q₃), i = 1, ..., n, the conflicts index of a specific intermediate layer selection (id₁, id₂, ..., idₘ) of teacher networks on these triplets is defined as

\[ c(\mathcal{E}; (id₁, ..., idₘ)) = \frac{1}{mn} \sum_{i=1}^{n} \min(|φᵢ|, |ψᵢ|). \]  \hspace{1cm} (8)\]

where \( \mathcal{E} = [e₁, ..., eₙ] \) is the group of selected triplets.

We can see the conflicts index \( c \) reflects for a specific selection of layers in teacher networks, how many networks are inconsistent with the resulting order relationships under the voting strategy. Since different selections of intermediate layers in teacher networks cause different conflicts index, we argue that truly valuable intermediate layers can be reflected in most teacher networks. Thus among these valuable layers, the relative similarity between representations are consistent with each other to the greatest extent, namely, the smallest conflicts index. For employing the human’s experience, in practice we can give a candidate selection set IDₜᵢ for each teacher network, then adopt exhaustive search in all possibilities IDₜ = IDₜ₁ × IDₜ₂ × ... × IDₜₘ. Finally, the one with smallest conflicts index is determined as the ultimate selection, i.e.

\[ (id₁, ..., idₘ) = \arg \min_{(id₁, ..., idₘ) ∈ IDₜ} c(\mathcal{E}; (id₁, ..., idₘ)) \]  \hspace{1cm} (9)\]

Note that the exhaustive selection is implemented before the training of the student network, thus the selection complexity does not dominate the entire time complexity. Basically, with the increase of the group \( \mathcal{E} \)’s size \( n \), the obtained conflict index can reflect better the consistency condition of teacher networks; however, in real implementation, we do not need to enumerate all possible triplets, and a quantity in the same order of training dataset size would empirically suffice for this layer selection task.

There are also some potential extensions for our method, and we discuss them as follows.

Remark 1. When training an extremely deep student network, the constraint on a single intermediate layer may not be enough. Fortunately, our method can be extended into multiple intermediate layers easily. Besides, the layers selection of teacher networks can still follow the criterion Eqs.(8) and (9). In this paper, we only focus on a single guided intermediate layer of student network for simplicity, though we believe that multiple guided layers walk the same steps with the single one.

Remark 2. Like the generalized distillation [23], our method also can be extended to semi-supervised cases. Since the losses related with teacher networks in objective Eq.(7) are both label-free, the numerous unlabeled examples can still be involved in the training. In specific, the teacher networks can prepare soft labels for all the unlabeled examples as well as provide guidance to the intermediate layers of student network. Then the labeled examples are capable of fine tuning the student network to further improve the performance.

4 EXPERIMENT

In this section, we implement experiments to validate the effectiveness of our proposed method on four benchmark datasets, including CIFAR-10, CIFAR-100, MNIST and SVHN. Moreover, we analyze the empirical results in order to further investigate the benefits of our proposed method.

4.1 Validation on CIFAR-10

The CIFAR-10 dataset is composed of 32x32 pixel RGB color images drawn from ten categories. The whole dataset of 60,000 images is split into 50,000 training and 10,000 testing images. In specific, we pre-process these images using global contrast normalization (GCA) and ZCA whitening. And for the selection of hyperparameters in all the following experiments, we take the last 10,000 training examples as the validation ones; the optimal parameter is determined by the top performance on the validation dataset, then we train the
We first investigate the progress in performance by incorporating these three (m=3) teacher networks. As for the student networks, we followed the architecture provided in [26] for fair comparison and evaluation, where all student networks are composed of a series of convolutional layers with same convolutional kernel size 3×3, and a fully-connected layers followed by the final softmax layer. All student networks just vary in the number of convolutional layers and the corresponding number of channels. In this experiment, we selected two 11-layer student networks with a different number of parameters and the intermediate loss was empirically imposed on the 6-th layer. As for the determination of three teacher networks, we adopted the rule Eq.(9) in the candidate layer index set (2, 3) × (2, 3) × (2, 3). The parameter δ in Eq.(6) was set into 1e-4. The α and β were decayed linearly among epochs and their initial values were determined via monitoring validation set. Moreover, we augmented the dataset with random flipping as [10, 20, 26]. We trained the student networks by transferring the knowledge from all three teacher networks. As for the single-teacher scenario, we choose to learn from the teacher network with top classification accuracy.\(^2\)

The results are presented in Figure 2.\(^3\)

Note that only dark knowledge distillation (KD) and ours consider the multiple teacher networks. Comparing both methods in Figure 2 for three teacher networks (m = 3), we can see when the student network has a too small capacity, KD method even failed to train it while our method still could achieve comparable performance with that of teacher networks. Increasing the parameters, KD method enabled to obtain a satisfying result, but our method still outperformed it. Besides, we can see the incorporation of multiple teacher networks can significantly improve the performance of one single teacher network (90.65→90.88 for KD and 91.03→91.12 for ours). This progress attributes to the sensible incorporation and more informative knowledge transfer. Note the traditional backpropagation method failed in both cases when training such a deep network with 11 layers, in which a way validates the constraint from output layer and intermediate layer does help the training of DNNs. Considering the single-teacher scenario, our method is slightly better than FitNets and RDL, which implies the effectiveness of our used relative dissimilarity constraint; however, after combining multiple teacher networks, our method is much superior to them and achieves the top accuracy. Then we can safely conclude that our method provides an effective way to incorporate the informative knowledge of multiple teachers in the output and intermediate layers, which the student network benefits from and achieves excellent classification performance as a result.

Then we trained two more teacher networks as previously discussed. The student networks are learned similarly but with five (m = 5) teacher networks. The results are also presented in Figure 2. We can see the additional two teacher networks enable the student network learned by our method to improve to some extent. This may result from the voting strategy benefits from more voters (i.e. teacher networks). Also note that the student network learned by KD method has a slight decrease in the classification accuracy. It might be because the newly introduced teacher networks do not have an informative softened output layer as the other three ones. Somewhat interfering bias is thus caused in the averaged softened output layer.

### 4.1.2 Statistics in compression and acceleration

We now evaluate the performance of our method in the application of model compression, especially the tradeoff among compression rate, acceleration rate and classification accuracy. We follow the 4 student networks in [26], which have a different number of layers and parameters. The compression rate of each student network is reflected by its number of parameters. The number of multiplications refers to how many multiplications an example needs during its forward calculation. To obtain the real acceleration rate in practice, we recorded the average time of running the test datasets. All student networks were trained by incorporating the three teacher networks. We also reported the corresponding results of FitNets, where the teacher network was determined to be the one with top performance. The results are summarized in Table 1. Note that the results of “Teachers” in Table 1 are referred to the top teacher network. The smallest Student 1 achieves the greatest compression rate ×36 and acceleration rate ×13.17, yet it only dropped 1.31% and 0.93% in the accuracy for FitNets and Ours respectively. Increasing

### Table 1: Tradeoff of performance in compression rate, acceleration rate and classification accuracy.

<table>
<thead>
<tr>
<th>Teachers (top)</th>
<th># layers</th>
<th># params</th>
<th># mult</th>
<th>acceleration rate</th>
<th>compression rate</th>
<th>FitNets</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student 1</td>
<td>11</td>
<td>~250K</td>
<td>×13.17</td>
<td>×36</td>
<td>89.03%</td>
<td>91.12%</td>
<td></td>
</tr>
<tr>
<td>Student 2</td>
<td>11</td>
<td>~862K</td>
<td>×4.56</td>
<td>×10.44</td>
<td>91.01%</td>
<td>91.12%</td>
<td></td>
</tr>
<tr>
<td>Student 3</td>
<td>13</td>
<td>~1.6M</td>
<td>×1.40</td>
<td>×5.62</td>
<td>91.14%</td>
<td>91.25%</td>
<td></td>
</tr>
<tr>
<td>Student 4</td>
<td>19</td>
<td>~2.5M</td>
<td>×1.58</td>
<td>×3.60</td>
<td>91.55%</td>
<td>91.66%</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)We call it the top teacher network in the following.

\(^2\)The difference between our obtained results and those reported in [10, 26] may be induced by that the script is run on a different machine.
the parameters, Student 2, 3 and 4 begin to outperform the top teacher network, but all of them still remain faster than the top teacher network. Even the deepest Student 4 network achieves the top accuracy with roughly 1/3 of parameters and much better and faster than the teacher networks. Also comparing the FitNets and ours we can find our method has better classification performance in all cases, indicating our method enjoys the benefit from the incorporation of multiple teacher networks.

### 4.2 Various empirical results

To comprehensively illustrate the effectiveness of our proposed method, including CIFAR-10 we also investigate the performance on the other three datasets, i.e. CIFAR-100, MNIST and SVHN. Reported results about multiple teacher networks refer to the top one.

#### 4.2.1 CIFAR-10 & CIFAR-100

The CIFAR-100 dataset has the same size and format with CIFAR-10 dataset, namely, 60,000 color images of pixel 32×32. Nevertheless, CIFAR-100 dataset consists of 100 objects in all, which implies more challenge than CIFAR-10. Similarity, we also pre-process these images using global contrast normalization and ZCA whitening. The three teacher networks and the student network have the same configuration with that of CIFAR-10, except for the number of units in the ultimate softmax layer being 100 instead of 10. We also augmented dataset via random flipping.

Table 2 shows that in both datasets, the student network trained by our method can significantly outperform all teacher networks, but with roughly 1/3 of parameters and 4 times of layers. Besides, our method is much superior to the knowledge distillation method, which implies the advantage of guidance in intermediate layers. Moreover, our method still surpasses other single-teacher algorithms, indicating the benefits from incorporation of multiple teacher networks. When compared to the state-of-the-art methods, our method matches them.

#### 4.2.2 MNIST

The MNIST dataset is composed of 28×28 pixel greyscale images of handwritten digits 0-9, with 60,000 training and 10,000 test examples. Similarly, we follow the maxout convolutional network reported in [10] as a teacher network, which has 3 convolutional maxout layers followed by a fully-connected softmax layer with 48-48-24-10 units respectively. Then we trained two additional teacher networks as CIFAR-10 did. The student network consisted of six convolutional layers and a softmax layer, but with only 8% of parameters. The 4-th layer of the student network acted as the intermediate layer guided by the teacher networks’ 2-th layers. Table 3 summarizes the obtained results. It can be concluded that our student network still outperforms all the teacher networks with much fewer parameters. Besides, via incorporating multiple teacher networks, our method achieves better results
Table 3: Classification error on MNIST. Note that the student networks for all methods are identical. The results of “Teachers” are referred to the teacher network with smallest classification error.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th># layers</th>
<th># params</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teachers</td>
<td></td>
<td></td>
<td>0.55%</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>~361K</td>
<td>0.48%</td>
</tr>
<tr>
<td>Student-teacher learning paradigm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FitNets [26]</td>
<td></td>
<td></td>
<td>0.51%</td>
</tr>
<tr>
<td>Knowledge Distillation [15]</td>
<td></td>
<td></td>
<td>0.63%</td>
</tr>
<tr>
<td>State-of-the-art methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard backpropagation w.r.t. labels</td>
<td>1.90%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maxout Networks [10]</td>
<td></td>
<td></td>
<td>0.45%</td>
</tr>
<tr>
<td>Network in Network [21]</td>
<td></td>
<td></td>
<td>0.39%</td>
</tr>
<tr>
<td>Deeply-Supervised Networks [20]</td>
<td></td>
<td></td>
<td>0.39%</td>
</tr>
</tbody>
</table>

Table 4: Classification error on SVHN. Note that the student networks for all methods are identical. The results of “Teachers” are referred to the teacher network with smallest classification error.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th># layers</th>
<th># params</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teachers</td>
<td></td>
<td>~4.9M</td>
<td>2.40%</td>
</tr>
<tr>
<td>Ours</td>
<td></td>
<td>~1.5M</td>
<td>2.39%</td>
</tr>
<tr>
<td>Student-teacher learning paradigm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FitNets [26]</td>
<td></td>
<td></td>
<td>2.43%</td>
</tr>
<tr>
<td>Knowledge Distillation [15]</td>
<td></td>
<td></td>
<td>2.53%</td>
</tr>
<tr>
<td>State-of-the-art methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maxout Networks [10]</td>
<td></td>
<td></td>
<td>2.47%</td>
</tr>
<tr>
<td>Network in Network [21]</td>
<td></td>
<td></td>
<td>2.35%</td>
</tr>
<tr>
<td>Deeply-Supervised Networks [20]</td>
<td></td>
<td></td>
<td>1.92%</td>
</tr>
</tbody>
</table>

than other student-teacher learning methods, and is comparable to the state-of-the-art methods. Also note the training only with standard backpropagation w.r.t. labels performs poorly, which in a way validates the necessity of the teacher networks’ guidance.

4.2.3 SVHN. The Street View House Numbers (SVHN) dataset consists of 32×32 color images of house numbers collected by Google Street View. There are 73,257 digits in the training set, 26,032 digits in the test set and 531,131 extra training examples. Following [10, 28], we build the validation set by selecting 400 examples per class from the training set and 200 examples per class from the extra set. Then the remaining 598,388 examples in train and extra datasets are used for training. In this experiment, we only trained the model on the remaining examples and the validation dataset was used just for the parameter selection. Also we followed [10] to preprocess the dataset by Local Contrast Normalization (LCN). Similarly, we followed the maxout convolutional network reported in [10] as a teacher network, which has 3 convolutional maxout layers followed by a fully-connected layer and a softmax layer with 64-128-128-400-10 units respectively. Then we trained two additional teacher networks as CIFAR-10 did. The student network consists of 17 convolutional layers, a fully-connected layer and a softmax layer. The 11-th layer of the student network acted as the intermediate layer guided by the teacher networks. As for the determination of three teacher networks, we adopted the rule Eq.(9) in the candidate layer index set \([2, 3] \times [2, 3] \times [2, 3]\). From the reported results in Table 4, our student network has the comparable (or even better) performance with the top teacher network with only roughly 1/3 of parameters. Also our method is comparable to other state-of-the-art methods, and superior to some student-teacher learning methods, including FitNets and knowledge distillation.

5 CONCLUSION

This paper presents a method to train a thin deep student network, which is capable of incorporating multiple teacher networks and transferring their inner informative knowledge to help its training. To our best knowledge, this is the first attempt to combining the knowledge of multiple teacher networks in the intermediate representations. Concretely, we suggest the relative dissimilarity among examples is important and valuable for the intermediate representations learned by various teacher networks. Since multiple teacher networks usually have distinct relative dissimilarity relationships, we propose the voting strategy to unify them, which fulfills the incorporation of multiple teacher networks in intermediate layers. Therefore, with the integrated dark knowledge in the output layer, in triplet fashion the student network is guided in intermediate layers by maintaining these relative dissimilarity relationships provided by the multiple teachers. We conducted several experiments on four benchmark networks to validate the effectiveness of our proposed method. Empirical results indicate that with incorporating multiple teacher networks, the student network’s performance can be significantly improved with much fewer parameters, even outperforming all the teacher networks. Besides, it also shows our method is superior to those state-of-the-art single-teacher methods, implying the advantages of combining multiple teacher networks as well.
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