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#### Abstract

Existing research on finding social groups mostly focuses on dense subgraphs in social networks. However, finding socially tenuous groups also has many important applications. In this paper, we introduce the notion of $k$-triangles to measure the tenuity of a group. We then formulate a new research problem, Minimum $k$ Triangle Disconnected Group (MkTG), to find a socially tenuous group from online social networks. We prove that MkTG is NPHard and inapproximable within any ratio in arbitrary graphs but polynomial-time tractable in threshold graphs. Two algorithms, namely TERA and TERA-ADV, are designed to exploit graphtheoretical approaches for solving MkTG on general graphs effectively and efficiently. Experimental results on seven real datasets manifest that the proposed algorithms outperform existing approaches in both efficiency and solution quality.


## 1 INTRODUCTION

With the popularity and wide accessibility of online social networks (OSNs), e.g., Facebook, LiveJournal, LinkedIn, research on finding various social groups for community detection [14] and activity coordination $[15,17]$ has drawn increasing attention. Existing research works mostly focus on extracting dense groups of socially connected individuals from online social networks. However, socially tenuous groups (STGs), i.e., subgraphs with few social interactions and weak relationships among members, have not received much research attention ${ }^{1}$. We argue that STGs have many real needs, e.g., psychoeducational group formation and reviewer selection, and thus deserve more research effort.
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Figure 1: Motivating example.
Psychoeducational group formation. For group therapy for substance abuse treatment, an important task is to form psychoeducational or cognitive-behavioral groups [9]. In addition to selecting individuals with similar disorder symptoms and behaviors, one essential criterion for group formation is to assign patients who do not know each other (and sometimes not even multi-hop friends) to form an STG [9]. Forming such an STG is critical for engaging the group members to share their feeling without hesitation. Moreover, it's less likely for members of such an STG to form subgroups which may act against other members during therapy sessions.

Consider a scenario where a clinical psychologist would like to select four patients from candidates in Figure 1(a) (their social relationships are illustrated) to form a psychoeducational therapy group. Note that $F_{1}=\left\{v_{3}, v_{4}, v_{5}, v_{8}\right\}$ (see Figure 1(b)) may not be a good choice because there are many edges (social relationships) among them. While $F_{2}=\left\{v_{2}, v_{4}, v_{7}, v_{8}\right\}$ (see Figure 1(c)) does not have direct social relationships, each pair of them forms a friend-of-friend relationship (through $v_{3}$ or $v_{5}$ ), which may lead to subgroups (due to common friends) or make them hesitate to share their private experiences (which may be leaked to common friends). As shown, $F_{3}=\left\{v_{1}, v_{2}, v_{6}, v_{8}\right\}$ (see Figure 1(d)) is the best choice because the patients induce no direct or friend-of-friend relationships, minimizing the chance for private information shared in the therapy group to spread out.
Reviewer selection. STG also finds its applications in paper reviews. Conference program chairs need to assign experts to review
papers. Besides matching the expertise of reviewers with the topics of submissions, it is crucial to avoid assigning reviewers socially close to each other and the authors of a paper in order to ensure unbiased assessments. While most review systems have utilized coauthorship, affiliations, and countries to avoid conflict of interests, current systems do not carefully consider social tenuity among the authors and reviewers ${ }^{2}$. STG can help!

To find socially tenuous subgraphs (STGs) ${ }^{3}$, the tenuity of an STG needs to be properly modelled. Thus, we introduce the notion of $k$-triangles as the basis for measuring tenuity of STGs. A $k$-triangle in a social network exists when three individuals are located within $k$ hops from each other. In the following, we first formally define the $k$-triangle and then discuss its properties and advantages.

Definition 1.1. A $k$-triangle is a triplet of vertices $\{u, v, w\}$, such that $d_{G}(u, v) \leq k, d_{G}(u, w) \leq k$, and $d_{G}(v, w) \leq k$, where $d_{G}(x, y)$ is the shortest path distance (in hops) between two vertices $x, y$ on $G$.

It is worth clarifying that, for a $k$-triangle $\{u, v, w\}$ in a subgraph $F$, the shortest path distance between each pair of vertices is computed on the overall graph $G$ instead of $F$, because the social relationships of the selected members go beyond $F$. For example, consider $F=\left\{v_{1}, v_{3}, v_{6}\right\}$ in Figure 1(a). The shortest path distance on $F$ from $v_{1}$ to $v_{3}$ is infinite, but it's 2 on $G$.

Triangles serve well as a basic unit to measure various density relationships among the neighborhoods of vertices in a network, e.g., clustering coefficient, transitivity ratio, and $k$-trusses [8]. Countering the idea, the fewer $k$-triangles in a group, the more tenuous is the group. In fact, a $(k-1)$-triangle is a $k$-triangle. If a group has no $k$-triangle, it does not have any ( $k-1$ )-triangle, $(k-2)$-triangle,..., and 1-triangle. In fact, if a group does not have any $k$-triangle, it does not include any subgraph $H$ with $|H| \geq 3$ in which $d_{G}(u, v) \leq k$ for $u, v \in H^{4}$. Thus, the count of $k$-triangles serves very well for measuring the group tenuity.

Note that $k$-triangles have great advantages in measuring the group tenuity. First, $k$-triangles capture social relationships up to $k$ hops. Two individuals with more common friends within $k$ hops have more $k$-triangles. Consider Figure 1(c) as an example. $F_{2}=$ $\left\{v_{2}, v_{4}, v_{7}, v_{8}\right\}$ has no triangles (no 1-triangles) among them, but there exist four 2-triangles, i.e., each pair of vertices has a common friend. In contrast, in Figure 1(d), $F_{3}=\left\{v_{1}, v_{2}, v_{6}, v_{8}\right\}$, which has no 2-triangle, is a better tenuous group than $F_{2}$. Second, $k$-triangles serve well as a basic block for many other graph structures, such as paths, trees, stars, or even cliques. Consider the example in Figure 1. Path $\left\{v_{1}, v_{7}, v_{3}\right\}$ is a 2 -triangle, while $\left\{v_{3}, v_{4}, v_{7}, v_{8}\right\}$ (a tree rooted at $v_{4}$ as well as a star centered at $v_{3}$ ) contains four 2-triangles. Moreover, each clique of size $p$ contains exactly $C_{3}^{p}$ triangles. If the number of $k$-triangles is minimized in a subgraph,

[^2]the aforementioned graph structures (which imply a certain degree of denseness) are also effectively minimized.

In this paper, we formulate a new research problem, namely Minimum $k$-Triangle Disconnected Group (MkTG), which finds an STG by optimizing the group tenuity - minimizing the number of $k$-Triangles normalized by the group size. Given a social network $G=(V, E)$, MkTG finds a group $F$ from $G$ with the minimum number of $k$-triangles for each vertex subject to the following constraints. 1) $F$ contains no fewer than $n$ individuals (size constraint). 2) There is no edge in $F$ (no-pair constraint). The size constraint can be specified based on practical need, e.g., finding at least three reviewers for paper review. The no-pair constraint guarantees that $F$ does not contain any ego friends (directly connected friends), which is also important for forming psychoeducational groups and finding paper reviewers. Please note that $F$ may still contain a lot of $k$-triangles ( $k \geq 2$ ) even when $F$ contains no directly connected friends. For example, in Figure 1(c), $F_{2}=\left\{v_{2}, v_{4}, v_{7}, v_{8}\right\}$ contains no edge. However, there are four 2-triangles in $F_{2}$.
The MkTG problem is nontrivial due to the entangled group size constraint, no-pair constraint and social tenuity objective function. We prove that the MkTG problem is NP-Hard and inapproximable within any ratio. After the hardness analysis, we take steps to solve the MkTG problem systematically. We propose an efficient and effective algorithm, namely Triangle and Edge Reduction Algorithm (TERA), for solving the MkTG problem on general graphs. Moreover, we devise advanced processing strategies for TERA, namely TERA with Advanced Processing Strategies (TERA-ADV), which incorporate graph-theoretical strategies, i.e., Simplicial Pruning and Vicinal Partition and Elimination, to significantly avoid examining redundant vertices in the graph. Then, we consider the MkTG problem in threshold graphs [31]. We pay special attention on threshold graphs because the structural properties (e.g., degree distribution, largest component size, edge density, and local clustering coefficient) of many popular online social networks are similar to those of threshold graphs [32]. We propose a polynomial-time algorithm to find the optimal solution based on the notion of vicinal pre-order. The contributions are summarized as follows.

- We identify a new problem of finding tenuous groups in online social networks and introduce a novel notion of $k$-triangle for measuring the tenuity of groups. Accordingly, we formulate the Minimum $k$-Triangle Disconnected Group (MkTG) problem, and prove it NP-Hard and inapproximable within any ratio.
- For MkTG in general graphs, we devise two algorithms, namely Triangle and Edge Reduction Algorithm (TERA) and TERA with Advanced Processing Strategies (TERA-ADV). The latter employs Simplicial Pruning and Vicinal Partition and Elimination based on graph theory to find solutions efficiently and effectively.
- We study the MkTG problem in a special class of graphs, i.e., threshold graphs, which have graph properties very similar to many well-known online social networks. We show that our proposed algorithms can obtain the optimal solution in polynomial time according to the notion of vicinal pre-order.
- We perform extensive experiments on real datasets to evaluate the proposed algorithms and different baselines. Experimental results show that our algorithms outperform the baselines in both solution quality and efficiency.
The paper is organized as follows. Section 2 formulates the MkTG problem. Section 3 introduces the works relevant to this paper. Sections 4 and 5 present the algorithms for MkTG on general graphs and threshold graphs, respectively. Section 6 presents the experimental results, and Section 7 concludes this paper.


## 2 PROBLEM FORMULATION AND HARDNESS

Given a social network $G=(V, E)$, let $|F|$ denote the number of vertices in $F$, and $\Delta_{k}(F)$ denote the number of $k$-triangles in $F$. The MkTG problem is formulated as follows.

## Problem: Minimum $k$-Triangle Disconnected Group (MkTG).

Given: A social network $G=(V, E)$, size constraint $n$, and tenuity parameter $k$.
Find: A subgraph $F \subseteq G$ where $|F| \geq n$ (size constraint) and $\nexists u, v \in F$ with edge $(u, v) \in E$ (no-pair constraint), such that $\frac{\Delta_{k}(F)}{|F|}$ is minimized.

When the group size $|F|$ (or the size constraint $n$ ) increases, it becomes harder to minimize the number of $k$-triangles, and it is more inclined for $F$ to violate the no-pair constraint. Therefore, the objective function of the group includes a normalization term ${ }^{5}$ to encourage exploring groups with different sizes, instead of always trying the smallest group (i.e., $|F|=n$ ). Intuitively, the tenuity objective above aims to minimize the average number of $k$-triangles for each member in the group. Therefore, one of the challenges for MkTG lies in achieving a good balance between the group size $|F|$ (or the size constraint $n$ ) and the number of $k$-triangles in $F$. On the other hand, the tenuity parameter $k$ also has crucial impact on the number of $k$-triangles in $F$. As $k$ increases, it becomes more challenging to find a subgraph with a small number of $k$-triangles because the number of $k$-hop friends increases for each vertex.

One approach for MkTG is to first construct the $k$-hop graph (detailed later), $G_{k}$ of $G$, then construct the complement graph $\widehat{G}_{k}$ of $G_{k}$, and employ existing algorithms to extract dense subgraphs from $\widehat{G}_{k}$. Specifically, given input graph $G=(V, E)$ and parameter $k$, the $k$-hop graph $G_{k}=\left(V, E_{k}\right)$ retains the vertex set $V$ and augments the edge set $E$ into $E_{k}$. An edge $(u, v) \in E_{k}$ exists if and only if $u$ and $v$ are within $k$ hops on $G$, i.e., $d_{G}(u, v) \leq k$. By transforming $G$ into $G_{k}$, we ensure that a $k$-triangle $\{u, v, w\}$ exists in $G$ if and only if $\{u, v, w\}$ is a 1 -triangle in $G_{k}$. However, finding dense subgraphs on $\widehat{G}_{k}$ cannot obtain the good solutions for MkTG due to the interplay of $k$-triangles and the no-pair constraint.

A counterexample of the above approach is shown in Figure 2. Given $G$ in Figure 2(a) and an MkTG with $k=2, n=3$, Figure 2(b) is the 2-hop graph, i.e., $G_{2}$, and Figure 2(c) is the complement graph of $G_{2}$, i.e., $\widehat{G}_{2}$. One optimal solution of this MkTG instance on $G$ is $\left\{v_{1}, v_{2}, v_{5}\right\}$ with no 2 -triangles which satisfies the no-pair constraint. In contrast, if we employ the algorithm to find the subgraph $F_{d}$ with maximum density (i.e., to maximize $\left.\frac{\left|E\left(F_{d}\right)\right|}{\left|V\left(F_{d}\right)\right|} \right\rvert\,$ on $\widehat{G}_{2}$
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Figure 2: Counterexample to complementary graph approaches.
in Figure 2(c), we have $F_{d}=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{6}\right\}$ with $\frac{\left|E\left(F_{d}\right)\right|}{\left|V\left(F_{d}\right)\right|}=1$. However, there exists a 2 -triangle $\left(\left\{v_{2}, v_{3}, v_{6}\right\}\right)$ in $F_{d}$ on the original graph $G$, and $F_{d}$ does not satisfy the no-pair constraint. This example manifests that MkTG is very challenging and straightforward approaches cannot solve it properly.

The proposed MkTG problem is NP-Hard and inapproximable within any ratio, which can be proved with a gap-introducing reduction from the Maximum Independent Set (MIS) problem (we present the hardness analysis in [10]). Therefore, it is impossible to design an approximation algorithm with any finite ratio for MkTG in an arbitrary graph. However, after carefully analyzing the problem, we observe that it is still possible to obtain the optimal solution to the MkTG problem in polynomial time for an important graph class, i.e., threshold graphs [31]. We are particularly interested in MkTG on threshold graphs due to their correspondence to many real-life social networks. For example, as reported in a recent study [32], the structural properties of the intergroup networks on online social networks (e.g., LiveJournal, Flickr, Youtube), including degree distribution, largest component size, edge density, and local clustering coefficient, match well with the structure of threshold graphs. Therefore, we also analyze the MkTG problem on threshold graphs.

## 3 RELATED WORKS

Extracting dense subgraphs or communities is an important research topic with many social applications. Various social cohesive measures have been proposed to find dense subgraphs, e.g., diameter [8], density [11], clique and its variations [12]. Moreover, community detection methods have been actively studied to extract densely connected subgraphs from social networks [13, 14], while research on organizing social groups based on tightness among existing friends and other crucial factors [15-17] has also been studied. GSGQ [15] and MRGQ [16] extract socially dense groups with spatial constraints, while user preference is also examined [17]. Although the above research covers various applications, they focus on extracting dense subgraphs from online social networks. In contrast, this paper explores a new problem of finding subgraphs with the minimum number of $k$-triangles. Therefore, the algorithms in prior works cannot be applied to the MkTG problem.

A recent line of research focuses on graph sparsification, simplification, sparse spanners, and sampling for massive networks [18-22]. These algorithms aim to find concise and representative subgraphs with the essential graph properties preserved so that
the results are still informative for network analysis. For example, DEDS [18] processes the original graph into multiple smaller networks to improve the efficiency of link prediction, whereas the structure of a network is simplified for clustering [19]. In contrast, MkTG does not extract a subgraph with the graph properties preserved. It aims to find a subset of mutually remote vertices with the minimum number of $k$-triangles.

Some theoretical works analyze triangle-free graphs [23-26]. The number of independent sets in triangle-free graphs is studied in [23], while the number of pentagons in triangle-free graphs is derived in [24, 25]. Nevertheless, it is worth noting that, triangle-free graphs cannot ensure mutual tenuity. Even if a subgraph $F$ contains no triangles, members of $F$ may still be socially close to each other, e.g., friends-of-friends. Most importantly, the above works focus on analyzing the properties of triangle-free graphs, but apparently online social networks are not triangle-free. Some theoretical works [27-29] also analyze the properties of other sparse graphs, e.g., chordal graphs, interval graphs, and perfect graphs [27, 29]. Nevertheless, the above research does not aim to extract a subgraph from a social network.

## 4 MkTG ON GENERAL GRAPHS

In this section, we propose two new algorithms, namely Triangle and Edge Reduction Algorithm (TERA) and TERA with Advanced Processing Strategies (TERA-ADV), for finding good solutions to the MkTG problem on general graphs efficiently. While it is inapproximable within any ratio as shown in Section 2, we prove later in Section 5 that the proposed TERA can find the optimal solution for MkTG on threshold graphs, which have similar properties with many online social networks, in polynomial time.

To solve MkTG, several crucial factors need to be carefully examined. The first factor is the tenuity objective and its interplay with the no-pair constraint, i.e., there must exist no edge in $F$. To minimize the number of $k$-triangles, one greedy approach is to iteratively select the vertices involved in few triangles. Nevertheless, these vertices may share common incident edges and thus are not able to ensure the no-pair constraint. The second factor is the trade-off between the minimum group size $n$ and the number of $k$-triangles. The objective function aims to minimize the average number of $k$-triangles in $F$, i.e., to minimize $\frac{\Delta_{k}(F)}{|F|}$. As $k$ and $n$ increase, it is more likely to have $k$-triangles in $F$. Therefore, how to strike a balance between the group size and the number of $k$ triangles is crucial to minimizing the objective value.

To address the above factors, three ideas are considered in our algorithm design: 1) To include isolated vertices because isolated vertices ensure both the no-pair constraint and the minimization of the number of $k$-triangles. However, relying solely on the isolated vertices is not practical because the number of isolated vertices is usually small, especially in online social networks. 2) To identify the vertices appearing in many $k$-triangles. If these vertices are identified and removed from the resulting group $F$, the number of $k$-triangles can be significantly reduced. Note that a vertex with a great degree is not necessarily involved in many $k$-triangles in $F$ since not all its neighboring vertices are always selected in $F$. 3) To generate multiple candidate groups of different sizes in order to
extract the one with the best balance between the group size and the number of $k$-triangles.

In the following, we first present the basic TERA in Section 4.1 and then enhance it with advanced pre-processing and pruning techniques in Section 4.2. The proposed advanced techniques can pre-process the social networks offline to support arbitrary parameters $k$ and $n$ in MkTG issued by a user online.

### 4.1 Triangle and Edge Reduction Algorithm

In TERA, we first assign each vertex $v$ with a weight $w(v)$, where $w(v)$ is the number of $k$-triangles $v$ is involved in. Note that this step can be done efficiently offline by transforming $G$ into the $k$ hop graph $G_{k}$ (as mentioned in Section 2) ${ }^{6}$ and then assigning the number of triangles each vertex $v$ is involved in $G_{k}$ as $w(v)$. Then, given the runtime parameters $k$ and $n$, TERA iteratively removes a vertex $v_{i}$ (and its incident edges) with the largest vertex weight from $G$. More specifically, let $H_{i+1}$ denote the graph after removing vertex $v_{i}$ from $H_{i}$ in iteration $i$. Initially, $H_{1}$ is set as $G$. At each iteration afterwards, $H_{i+1}$ represents the graph $H_{i}-\left\{v_{i}\right\}$.

```
Algorithm 1 Triangle and Edge Reduction (TERA)
Input: \(G=(V, E), n, k\)
    \(H_{1} \leftarrow G, i \leftarrow 1, \mathbb{U} \leftarrow \varnothing\)
    while \(\left|H_{i}\right|>n\) do
        identify \(v_{i} \in H_{i}\) as the vertex with the maximum \(w\left(v_{i}\right)\) (break ties
        by selecting the vertex with larger degree in \(H_{i}\) )
        \(H_{i+1} \leftarrow H_{i}-\left\{v_{i}\right\}\)
        if \(H_{i+1}\) satisfies no-pair constraint then
            \(\mathbb{U} \leftarrow \mathbb{U} \cup\left\{H_{i+1}\right\}\)
        end if
        \(i \leftarrow i+1\)
    end while
    \(H^{*} \leftarrow \arg \min _{H_{j} \in \mathbb{U}} \frac{\Delta_{k}\left(H_{j}\right)}{\left|H_{j}\right|}\)
    if \(H^{*}=\emptyset\) then
        \(H^{*} \leftarrow \arg \min _{\forall j} \frac{\Delta_{k}\left(H_{j}\right)}{\left|H_{j}\right|}\)
    end if
    output \(H^{*}\)
```

The intuition is that removing the vertices that are involved in a large number of $k$-triangles may likely reduce the number of $k$ triangles and keep isolated vertices in the remaining graph. Thus, $v_{i}$ selected in the $i$-th iteration is the vertex which has the largest $w(v)$ in $H_{i}$, i.e., the remaining vertex that incurs the maximum number of $k$-triangles. Note that the vertex with a larger degree is more likely to violate the no-pair constraint. Thus, we prioritize the selection of the vertex with a larger degree on the induced subgraph of $H_{i}$ on $G$ if there are multiple vertices involved in the same number of $k$-triangles.

Accordingly, $H_{i+1}$ is generated by removing $v_{i}$ and its corresponding edges from $H_{i}$. Afterwards, $H_{i+1}$ is processed in the next iteration $i+1$. The above procedure ends when $\left|H_{i}\right| \leq n$. Finally, we extract the graph $H^{*} \in\left\{H_{1}, H_{2}, \ldots\right\}$ with the minimum objective value that satisfies the no-pair constraint as the output solution. It
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(a) $G=H_{1}$.

(b) $\mathrm{H}_{2}$.

(c) $\mathrm{H}_{3}$.
(d) $H_{4}$.
is worth noting that as proved in the hardness analysis, deciding if MkTG has any feasible solution following the no-pair constraint is NP-Complete. Therefore, TERA and any other algorithm may not be able to find a feasible solution when an MkTG instance does not contain any feasible solution (otherwise, $P=N P$ holds) ${ }^{7}$.

Example 4.1. Figure 3 is an example of TERA with $k=2$ and $n=3$. TERA starts with $H_{1}=G$ (Figure 3(a)). Since $v_{5}$ is involved in the maximum number of 2-triangles, $v_{5}$ is removed from $H_{1}$ and produces $H_{2}$ (Figure 3(b)). Then, $v_{2}$ is removed from $H_{2}$ to create $H_{3}$ (Figure 3(c)). Finally, we remove $v_{4}$ and $H_{4}=\left\{v_{1}, v_{3}, v_{6}\right\}$. The objective value of $H_{4}$ is minimum among all $H_{i}$, i.e., 0 , and $H_{4}$ satisfies the no-pair constraint. Therefore, $H_{4}$ is returned by TERA.

Time Complexity Analysis of TERA. Given the input parameters $k$ and $n$, TERA removes $v_{i}$ and its incident edges in each iteration $i$, which requires $O\left(\delta_{G}\right)$ time, where $\delta_{G}$ is the maximum degree in $G$. Computing the number of $k$-triangles reduced by removing $v_{i}$ takes $O\left(\delta_{G}^{2}\right)$ time. Since there are at most $O(|V|)$ iterations, the overall time complexity is $O\left(\delta_{G}^{2}|V|\right)$.

### 4.2 TERA with Advanced Strategies

Through the analysis and evaluation of TERA, we observe that it is not necessary to examine the whole vertex set in $G$, because many vertices will never satisfy the no-pair constraint. Moreover, many vertices are redundant and can be removed from $G$ because these vertices can always be replaced to reduce the objective value. Therefore, we propose an advanced version of TERA, namely TERA-ADV, by exploring the above observations. TERAADV includes two main ideas: 1) we propose a pre-processing strategy, namely Simplicial Pruning (SP), that significantly reduces the size of vertex set before TERA starts. 2) We partition the vertex set into several components based on graph theory and devise a strategy, namely Vicinal Partition and Elimination (VPE), to eliminate redundant examinations in TERA. Conventional pruning strategies are usually performed at runtime. In contrast, Simplicial Pruning and Vicinal Partition and Elimination can be performed offline for arbitrary $k$ and $n$ in any problem instance before any query arrives. By removing a significant number of redundant vertices, these strategies reduce on-line computation cost and storage cost

[^5]of the graph significantly. Let $G_{S P}$ and $G_{v}$ be the graphs after SP and VPE, respectively.

Simplicial Pruning (SP). Given a graph $G=(V, E)$ and a vertex $x \in V$, let $N(x)$ denote the 1-hop neighbors of $x$, and let $N[x]$ denote the closed neighbors of $x$, i.e., $N[x]=N(x) \cup\{x\}$. For example, $N\left[v_{1}\right]=\left\{v_{1}, v_{3}, v_{9}\right\}$ in Figure 4(a). A simplicial vertex $s \in V$ is a vertex where $N(s)$ forms a clique. For example, $v_{1}, v_{2}, v_{10}$ are simplicial vertices. Simplicial vertices have nice properties and thus play important roles in the proposed Simplicial Pruning.

For the first nice property of simplicial vertices, given a feasible solution $H$ (i.e., satisfying the no-pair constraint) of the MkTG problem and a simplicial vertex $s$, at most one vertex is overlapped by $H$ and $N[s]$.

Lemma 4.2. Given a feasible solution $H$ and a simplicial vertex $s$, $|H \cap N[s]| \leq 1$ holds.

Proof. Since $s$ is a simplicial vertex and $N(s)$ forms a clique, $(x, y) \in E$ for any $x, y \in N[s]$. If more than one vertices in $N[s]$ are included in $H, H$ must have at least one edge, and $H$ will not be a feasible solution.

Therefore, for a simplicial vertex $s$, we can select a vertex in $N[s]$ and trim others because at most one vertex in $N[s]$ would appear in any feasible solution to ensure the no-pair constraint. However, the identity of the chosen vertex is still not clear. Therefore, the second nice property of simplicial vertices states that, we can always choose the simplicial vertex $s$ itself (and trim all other vertices in $N[s])$, which must satisfy the no-pair constraint and generates the minimal objective value.

Lemma 4.3. Given a feasible solution $H$ and a simplicial vertex $s$, if $y=H \cap N[s]$ and $H^{\prime}=H-\{y\} \cup\{s\}$, then $H^{\prime}$ is no worse than $H$.

Proof. Let $E(s)$ denote the set of incident edges of $s$. For a simplicial vertex $s$ and $\forall u \in N[s],|E(s)|=\min _{u \in N[s]}|E(u)|$ and $N[s] \subseteq N[u]$ must hold because each vertex $u \in N[s]$ also connects to every other vertex in $N[s]$, and $u$ may have edges linking to other vertices outside $N[s]$. Since the number of edges incident on $s$ is minimum among $N[s]$, and $N[s] \subseteq N[u], \forall u \in N[s]$, creating $H^{\prime}=H-\{y\} \cup s$ by substituting $y$ with $s$ still allows $H^{\prime}$ to satisfy the no-pair constraint, if $H$ already follows the no-pair constraint. Moreover, inequality $\frac{\Delta_{k}\left(H^{\prime}\right)}{\left|H^{\prime}\right|} \leq \frac{\Delta_{k}(H)}{|H|}$ holds because 1) $\left|H^{\prime}\right|=|H|$, and 2) every $k$-triangle connecting to $s$ can be adjusted to connect to $u$ (since $N(s) \subseteq N(u)$ ).

Based on the above two properties, Simplicial Pruning proceeds as follows. Given the input graph $G=(V, E)$, we first extract the set of all simplicial vertices $\widehat{S}=\left\{s_{1}, s_{2}, \ldots\right\}$ according to [31]. Then, Simplicial Pruning removes $\bigcup_{s_{i} \in \widehat{S}} N\left(s_{i}\right)$ and their incident edges from $G$ to produce $G_{S P}$. Therefore, for any feasible solution $H$ obtained from $G$, we can always find a solution $H^{\prime}$ in $G_{S P}$ no worse than $H$. That is, the vertices removed from $G$ are indeed redundant and able to be safely removed. Moreover, if $\left|G_{S P}\right|<n$ in any instance of MkTG, we guarantee that the instance has no feasible solution.

Example 4.4. Consider the example in Figure 4(a) with $k=2$ and $n=4$ again. SP first identifies the set of simplicial vertices, i.e.,

(a) Graph $G$.

(b) After SP .

(c) After VPE.

Figure 4: Running example of TERA-ADV.
$\widehat{S}=\left\{v_{1}, v_{2}, v_{10}\right\}$, and removes $N\left(v_{1}\right), N\left(v_{2}\right)$, and $N\left(v_{10}\right)$ from $G$ to produce $G_{S P}$, where $G_{S P}$ is shown in Figure 4(b).

Theorem 4.5. For any feasible solution $H$ obtained from $G$, there exists a solution $H^{\prime}$ in $G_{S P}$ no worse than $H$. Moreover, if $\left|G_{S P}\right|<n$, there is no feasible solution to the MkTG problem.

Proof. Let $H$ be a feasible solution obtained from $G$, and assume $y \in N\left(s_{i}\right)$ and $y \in H$, where $s_{i}$ is $y$ 's corresponding simplicial vertex. Based on Lemma 4.3, $H-\{y\} \cup\left\{s_{i}\right\}$ is a better solution than $H$. Therefore, there is always a solution $H^{\prime}$ in $G_{S P}$ no worse than H.

On the other hand, if $\left|G_{S P}\right|<n$, suppose that the set of simplicial vertices in $G_{S P}$ is $\bar{S}=\left\{\bar{s}_{1}, \bar{s}_{2}, \ldots\right\}$. That is, $G_{S P}=\bar{S} \cup W$, where $W$ is the set of vertices that are neither simplicial vertices nor connected to any simplicial vertices (i.e., those not pruned from $G$ ). Then, $\bigcup_{\forall \bar{s}_{i} \in \bar{S}} N\left[\bar{s}_{i}\right]=G-W$ holds. For any feasible solution $H, H \cap N\left[\bar{s}_{i}\right]$ contains at most one vertex. Therefore, $H \cap\left(\bigcup_{\forall \bar{s}_{i} \in \bar{S}} N\left[\bar{s}_{i}\right]\right)$ contains at most $|\bar{S}|$ vertices (otherwise, $H$ violates the no-pair constraint). In other words, if $\left|G_{S P}\right|=$ $\left|W \cup\left(\bigcup_{\forall \bar{s}_{i} \in \bar{S}} N\left[\bar{s}_{i}\right]\right)\right|<n$, there is no solution for the instance of the MkTG. The theorem follows.

Vicinal Partition and Elimination (VPE). We first use vicinal pre-order [31] to describe the relation of the common neighbors among two neighbor vertices $x$ and $y$ in any graph. The vicinal pre-order $x \lesssim y$ states that all vertices (except $y$ ) adjacent to $x$ are also adjacent to $y$. In other words, $x \lesssim y$ holds if and only if $N(x) \subseteq N[y]$ holds, i.e., $x$ 's 1-hop neighbors are all included in $y$ 's closed neighbors. For example, $v_{1} \lesssim v_{10}$ in Figure 4(a).

Based on vicinal pre-order, we partition the graph $G_{S P}$ into a set of non-overlapping subgraphs $\left\{J_{1}, J_{2}, \ldots\right\}$, where $x \lesssim y$ and $y \lesssim x$ hold for any $x, y \in J_{i}$, i.e., $x$ and $y$ share the same neighbors. For example, $J_{1}=\left\{v_{5}, v_{6}\right\}$ and $J_{2}=\left\{v_{7}, v_{8}\right\}$ as shown in Figure 4(c). This enables TERA to further eliminate redundant vertices in $G_{S P}$ (detailed later). Please note that an induced subgraph $J_{i}$ either has no edges or forms a complete graph, where $w(x)$ is the number of $k$-triangles in which vertex $x$ is involved for $G_{S P}$.

Based on the above observation, for each $J_{i}$ that induces a complete graph, we can remove all the vertices in $J_{i}$ except one vertex. The reason is that if a subgraph $\widehat{H}$ contains two vertices $x, y \in J_{i}, \widehat{H}$ is not a feasible solution because it violates the no-pair constraint. Therefore, since the incident edge sets of any vertices $x, y \in J_{i}$ are identical, we can remove any $\left|J_{i}\right|-1$ vertices from $J_{i}$.

Vicinal Partition and Elimination (VPE) prunes the input graph and constructs $G_{V}$ with the following two steps. In Step 1, the

Partition step, VPE partitions the graph $G_{S P}$ into $\left\{J_{1}, J_{2}, \ldots\right\}$ based on vicinal pre-order, i.e., each $J_{i}$ contains vertices $x, y$ if $x \lesssim y$ and $y \lesssim x$. Given $G_{S P}$ produced by the SP strategy as shown in Figure 4(b), the vertices are partitioned into $J_{1}$ and $J_{2}$ by VPE, as shown in Figure 4(c). Then, in Step 2, the Elimination step, VPE identifies the set of subgraphs $\mathcal{J}_{c}=\left\{J_{i}:(x, y) \in E, \forall x, y \in J_{i}\right\}$ whose induced subgraphs are complete graphs. Then for those subgraphs in $\mathcal{J}_{\mathcal{C}}$, VPE removes all the vertices (except one vertex) in each $J_{i} \in \mathcal{J}_{c}$ to form $G_{\nu}$. Please note that, VPE is performed offline, removing redundant vertices before the query comes. Moreover, if $\left|G_{V}\right|<n$, no feasible solution exists for the MkTG instance. This condition enables VPE to effectively prune redundant vertices.

Example 4.6. In Figure 4(c), vertex $v_{7}$ in $J_{2}$ is removed because $J_{2}$ induces a complete graph. After VPE, TERA starts on $G_{v}$, which contains vertices $\left\{v_{1}, v_{2}, v_{5}, v_{6}, v_{8}, v_{10}\right\}$, as shown in Figure 4(c). TERA then obtains the solution $\left\{v_{1}, v_{2}, v_{8}, v_{10}\right\}$ with objective value 0 following the no-pair constraint, which is an optimal solution.

Theorem 4.7. If $\left|G_{v}\right|<n$, no feasible solution exists for the MkTG instance, where $G_{V}$ is the output graph of VPE.

Proof. Assume $\mathcal{J}_{c}=\left\{J_{c, 1}, J_{c, 2}, \ldots, J_{c, q}\right\}$ where each $J_{c, q}$ has its induced subgraph as a complete graph. After removing redundant vertices, let $v_{i}$ denote a remaining vertex in $J_{c, i}$. Then, $G_{v}$ can be represented as $G_{v}=W \cup \bigcup_{\forall i} v_{i}$, where $W=G_{S P}-J_{c}$, i.e., $W$ is union of $J_{i}$ with its induced subgraph having no edges. Since at most one vertex in each $J_{c, i}$ can be included in a feasible solution, if $\left|G_{\nu}\right|<n$, no solution exists for the MkTG instance. The theorem follows.

Time Complexity Analysis of TERA-ADV (Offline Processing). Let $\delta_{G}$ denote the maximal degree of a vertex in $G$. Checking if a vertex $v$ is a simplicial vertex requires $O\left(\delta_{G}^{2}\right)$ time. SP takes $O\left(\delta_{G}^{2}|V|\right)$ time, and VPE requires $O\left(|V|^{2}\right)$ time. The overall time complexity of performing SP and VPE is $O\left(\delta_{G}^{2}|V|+|V|^{2}\right)$.

## 5 SOLUTION OPTIMALITY OF MkTG ON THRESHOLD GRAPHS

In the following, we prove that TERA and TERA-ADV can find the optimal solutions of MkTG on threshold graphs [31], which are very similar to many well-known online social networks (e.g., LiveJournal, Flickr, Youtube) [32] in terms of important graph properties, such as the degree distribution, largest component size, edge density, and local clustering coefficient. Analyzing the tractability of MkTG on threshold graphs helps us understand the performance of the proposed algorithms on popular online social networks. We first define the threshold graph as follows.

Definition 5.1. A graph $G$ is a threshold graph if there exists a weight $\widehat{w}_{v}$ for every vertex $v$ in the graph and a real value $\tau$ (called the threshold value) such that for every edge $(u, v), \widehat{w}_{v}+\widehat{w}_{u} \geq \tau$ always holds.

Specifically, a threshold graph $G_{C}=\left(V_{C}, E_{C}\right)$ similar to online social networks can be constructed as follows [32]. For every vertex pair $u, v$, a larger weight is assigned to the vertex pair if $u$ and $v$ have more common or similar attributes (e.g., the number


Figure 5: Running example of threshold graph.
of common neighbors). Then, given a threshold $\tau$ (not exceeding 10 in [32]), an edge $(u, v)$ is constructed in $E_{C}$ if the sum of vertex weights associated with $u$ and $v$ is at least $\tau$. Therefore, it is not surprising that the threshold graph is similar to popular social networks because similar and close vertex pairs are inclined to be connected (the intuition is widely exploited in many link prediction algorithms, such as [36, 37]).

Example 5.2. Figure 5 presents an example of a threshold graph with $\tau=6$, and vertex weights of $\left\{\widehat{w}_{v_{1}}, \ldots, \widehat{w}_{v_{8}}\right\}$ are $\{2,2,3,3,3,3,7,7\}$, respectively. The parameters of MkTG are $k=2$ and $n=4$. After SP and VPE strategies, we have $G_{v}=$ $\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right\}$ and the vertices are all simplicial vertices. Please note that $G_{V}$ satisfies the no-pair constraint, indicating that the solutions generated by TERA-ADV (or TERA) afterwards all satisfy the no-pair constraint. TERA-ADV then sets $H_{1}=G_{v} . H_{1}$ is a feasible solution with objective value $\frac{\Delta_{2}\left(H_{1}\right)}{6}=3.3$. Then, $v_{6}$ is removed from $H_{1}$ to construct $H_{2}$, a feasible solution with $\frac{\Delta_{2}\left(H_{2}\right)}{5}=2$. Finally, $v_{5}$ is removed from $H_{2}$ to create $H_{3}$, which is a feasible solution with $\frac{\Delta_{2}\left(H_{3}\right)}{4}=1 . H_{3}$ is returned by TERA-ADV as the solution (which is the optimal solution).

In the following, the vicinal pre-order of a graph is linear if for any two vertices $x, y$ in the graph, $x \lesssim y$, or $y \lesssim x$, or both. The following lemma in the literature first presents the one-to-one correspondence between the vicinal pre-order and a threshold graph.

Lemma 5.3. [31] A graph $G$ is a threshold graph if and only if the vicinal pre-order of $G$ is linear.

Lemma 5.3 indicates that the vertices in $G$ to $\left\{v_{1}, \ldots v_{|G|}\right\}$ can be relabelled such that $v_{1} \lesssim v_{2} \lesssim \cdots \lesssim v_{|G|}$. To show the solution optimality of TERA, we first explore the relation of vicinal preorder and the shortest path distances in a threshold graph.

Lemma 5.4. Given a threshold graph $G=(V, E)$, for any three vertices $x, y, z \in V$, if $x \lesssim y$, then $d_{G}(y, z) \leq d_{G}(x, z)$ holds.

Proof. We prove this lemma by the following two cases. Case i): if $y$ is on the shortest path from $x$ to $z$, denoted as $P_{G}(x, z)$, then $d_{G}(y, z)<d_{G}(x, z)$ holds. Case ii): if $y$ is not on $P_{G}(x, z)$, then there exists a vertex $v \in N(x)$ and $v \in P_{G}(x, z)$. Since $v \in N(x)$ implies $v \in N(y)$ (because $x \lesssim y), d_{G}(y, z) \leq d_{G}(x, z)$ holds because the path $P_{G}(y, z)=\{y\} \cup\{v\} \cup d_{G}(v, z)$ must have length no larger than that of $P_{G}(x, z)=\{x\} \cup\{v\} \cup d_{G}(v, z)$. The lemma follows.

Given a threshold graph $G=(V, E)$ and three arbitrary subgraphs of $G$, denoted as $S=\left(V_{S}, E_{S}\right), B=\left(V_{B}, E_{B}\right)$, and $C=$ $\left(V_{C}, E_{C}\right)$, where $V_{B}=\left\{b_{1}, . ., b_{r}\right\}, V_{C}=\left\{c_{1}, . ., c_{r}\right\}$. Also, $V_{B} \cap V_{C}=$
$\varnothing$. Let $\Delta_{k}(S)$ denote the number of $k$-triangles in $S$. Based on the above lemmas, the following lemma connects vicinal pre-order to the number of $k$-triangles in a threshold graph.

Lemma 5.5. If $b_{i}, c_{i} \notin S$ and $c_{i} \lesssim b_{i}$ hold for every $i$ in a threshold graph $G$, then $\Delta_{k}(S \cup C) \leq \Delta_{k}(S \cup B)$ for any $k$ in $M k T G$.

Proof. Given a $k$-triangle $\{x, y, z\}$ in $S \cup C$, let $\lambda=\mid\{x, y, z\} \cap$ $S \mid$. We prove the lemma by considering all possible cases of $\lambda$ as follows.

Case 1: $\lambda=0$. Let $\{x, y, z\}=\left\{c_{h}, c_{i}, c_{j}\right\}$. since $c_{h} \lesssim b_{h}, c_{i} \lesssim b_{i}$, and $c_{j} \lesssim b_{j}$, based on Lemma 5.4, we have $d_{G}\left(b_{h}, b_{i}\right) \leq d_{G}\left(b_{h}, c_{i}\right)$ (because $c_{i} \lesssim b_{i}$ ) and $d_{G}\left(b_{h}, c_{i}\right) \leq d_{G}\left(c_{h}, c_{i}\right)$ (because $c_{h} \lesssim b_{h}$ ). Therefore, $d_{G}\left(b_{h}, b_{i}\right) \leq d_{G}\left(c_{h}, c_{i}\right)$ holds. Similarly, after we substitute $b_{i}$ with $b_{j}$ and $c_{i}$ with $c_{j}, d_{G}\left(b_{h}, b_{j}\right) \leq d_{G}\left(c_{h}, c_{j}\right)$. Again, if we substitute $b_{h}$ with $b_{j}$ and $c_{h}$ with $c_{j}$, we have $d_{G}\left(b_{i}, b_{j}\right) \leq$ $d_{G}\left(c_{i}, c_{j}\right)$.

Because $\left\{c_{h}, c_{i}, c_{j}\right\}$ is a $k$-triangle, the above inequality implies that each pair of vertices $s, t \in\left\{c_{h}, c_{i}, c_{j}\right\}$ must have their distance $d_{G}(s, t) \leq k$. According to the inequalities obtained above, we can conclude that for any pair of vertices $s^{\prime}, t^{\prime} \in\left\{b_{h}, b_{i}, b_{j}\right\}$, $d_{G}\left(s^{\prime}, t^{\prime}\right) \leq k$ must also hold. For example, since $d_{G}\left(c_{h}, c_{i}\right) \leq k$ and $d_{G}\left(b_{h}, b_{i}\right) \leq d_{G}\left(c_{h}, c_{i}\right)$ (as proved above) hold, $d_{G}\left(b_{h}, b_{i}\right) \leq k$ holds. Therefore, $\left\{b_{h}, b_{i}, b_{j}\right\}$ is also a $k$-triangle in $S \cup B$.

Case 2: $\lambda=1$. Let $\{x, y, z\}=\left\{s, c_{i}, c_{j}\right\}$ where, without loss of generality, we assume $\{s\}=\left\{s, c_{i}, c_{j}\right\} \cap S$. Based on Lemma 5.4, we have i) $d_{G}\left(b_{i}, s\right) \leq d_{G}\left(c_{i}, s\right) \leq k$ (because $\left.c_{i} \lesssim b_{i}\right)$, ii) $d_{G}\left(b_{j}, s\right) \leq$ $d_{G}\left(c_{j}, s\right) \leq k$, and iii) $d_{G}\left(b_{i}, b_{j}\right) \leq d_{G}\left(c_{i}, b_{j}\right) \leq d_{G}\left(c_{i}, c_{j}\right) \leq k$. Therefore $\left\{s, b_{i}, b_{j}\right\}$ is a $k$-triangle in $S \cup B$.

Case 3: $\lambda=2$. Let $\{x, y, z\}=\left\{s_{1}, s_{2}, c_{i}\right\}$ and $\left\{s_{1}, s_{2}\right\}=\{x, y, z\} \cap$ $S$. Based on Lemma 5.4, we have i) $d_{G}\left(s_{1}, s_{2}\right) \leq k$, ii) $d_{G}\left(b_{i}, s_{1}\right) \leq$ $d_{G}\left(c_{i}, s_{1}\right) \leq k$, and iii) $d_{G}\left(b_{i}, s_{2}\right) \leq d_{G}\left(c_{j}, s_{2}\right) \leq k$. Therefore $\left\{s_{1}, s_{2}, b_{i}\right\}$ is a $k$-triangle in $S \cup B$.

Case 4: $\lambda=3$. let $\{x, y, z\}=\left\{s_{1}, s_{2}, s_{3}\right\}$ and $\left\{s_{1}, s_{2}, s_{3}\right\}=$ $\{x, y, z\} \cap S,\left\{s_{1}, s_{2}, s_{3}\right\}$ is a $k$-triangle in $S \cup B$.

In summary, there is a one-to-one mapping of $k$-triangles from $S \cup C$ to $S \cup B$. Therefore, $\Delta_{k}(S \cup C) \leq \Delta_{k}(S \cup B)$. The lemma follows.

Equipped with the above lemmas, we now prove that TERA acquires the optimal solution of the MkTG in a threshold graph $G$.

Theorem 5.6. Given a threshold graph $G=(V, E)$, TERA and TERA-ADV return the optimal solution of the MkTG problem on $G$.

Proof. We first analyze TERA as follows. Given $G=(V, E)$, the size constraint $n$, and the tenuity parameter $k$ of the MkTG problem, we denote $H^{*}$ as the subgraph generated by TERA. Let $H^{O P T}$ be an optimal solution and $\left|H^{O P T}\right|=m \geq n$. We relabel the vertices in $G$ to $\left\{v_{1}, \ldots v_{|G|}\right\}$ such that $v_{1} \lesssim v_{2} \lesssim \cdots \lesssim v_{|G|}$ according to Lemma 5.3, i.e., a vicinal pre-order is derived.

Suppose $v_{i} \lesssim v_{j}$. Given a $k$-triangle $\left\{v_{i}, a, b\right\}$, there are two cases. i) $v_{j}$ is also a vertex of this $k$-triangle. ii) $v_{j}$ is not a vertex of the $k$-triangle. In this case, since $d_{G}(a, b) \leq k, d_{G}\left(v_{i}, a\right) \leq k$, $d_{G}\left(v_{i}, b\right) \leq k$ (because $\left\{v_{i}, a, b\right\}$ is a $k$-triangle), while $d_{G}\left(v_{j}, a\right) \leq$ $d_{G}\left(v_{i}, a\right)$ and $d_{G}\left(v_{j}, b\right) \leq d_{G}\left(v_{i}, b\right)$ hold (by Lemma 5.4), $\left\{v_{j}, a, b\right\}$ is a $k$-triangle. In summary, if $v_{i} \lesssim v_{j}$ holds, $v_{j}$ must be involved in more $k$-triangles than $v_{i}$.

Note that TERA starts from $G$ and then sequentially removes $v_{|G|}, v_{|G|-1}, \ldots$, from $G$ (TERA records the resulting subgraph once a vertex is removed) until there are $n$ vertices left. The reason is that $v_{|G|} \gtrsim v_{|G|-1}$ and so on, indicating that $v_{|G|}$ is involved in more $k$-triangles than $v_{|G|-1}$ due to Lemma 5.5. Therefore, TERA will generate a subgraph $H^{*}=\left\{v_{1}, v_{2}, . ., v_{m}\right\}$ in some iteration after removing $|V|-m$ vertices, and $\left|H^{*}\right|=\left|H^{O P T}\right|=m$.

In the following, we prove by contradiction that $H^{*}$ is an optimal solution to MkTG according to Lemma 5.5. Suppose $\left|H^{*}\right| \neq$ $\left|H^{O P T}\right|$ and let $H^{O \cap *}=H^{O P T} \cap H^{*}, H^{O-*}=H^{O P T}-H^{*}$, and $H^{*-O}=H^{*}-H^{O P T}$. Then $\left|H^{O-*}\right|=\left|H^{*-O}\right|$ holds since $\left|H^{O P T}\right|=$ $\left|H^{*}\right|$. Moreover, for every $b \in H^{O-*}, c \in H^{*-O}$, we have $c \lesssim b$ because $\left\{v_{1}, v_{2}, . ., v_{m}\right\}$ of $H^{*}$ is the first $m$ vertices in $v_{1} \lesssim v_{2} \lesssim . . \lesssim$ $v_{|G|}$, and $c$ is in $H^{*}$.

We first prove by contradiction that $H^{*}$ follows the no-pair constraint. Suppose $H^{*}$ does not follow the no-pair constraint. Then there exist $x, y \in H^{*}$ and $(x, y) \in E(G)$. Without loss of generality, we assume that $x \lesssim y$. We then consider every possible case of vertex $x$ as follows.

Case 1: $x \in H^{*-O}$. We select two vertices $w, z \in H^{O-*}$ with $x \lesssim w$ and $y \lesssim z$. Since $(x, y) \in E(G)$ and $x \lesssim w,(w, y) \in E(G)$ holds by Lemma 5.4 because $d_{G}(w, y) \leq d_{G}(x, y)$. Since $(w, y) \in$ $E(G)$ and $y \lesssim z,(w, z) \in E(G)$ holds because $d_{G}(w, z) \leq d_{G}(w, y)$, implying that the optimal solution $H^{O P T}$ contains an edge and leads to a contradiction.

Case 2: $x \in H^{O \cap *}$ or $y \in H^{O \cap *}$. We select a vertex $z \in H^{O-*}$. Since $x \lesssim z$ and $y \lesssim z$. Similar to Case 1, we have $(x, z) \in E(G)$ and $(y, z) \in E(G)$. Therefore, for $x \in H^{O \cap *}$ or $y \in H^{O \cap *}$, the optimal solution $H^{O P T}$ contains an edge and leads to a contradiction.

Based on the above two cases, $H^{*}$ must satisfy the no-pair constraint. Also, since $\left|H^{*}\right|=\left|H^{O P T}\right| \geq n$ (i.e., the group size), $H^{*}$ is a feasible solution.

Then, we prove that the number of $k$-triangles in $H^{*}$ does not exceed the number of $k$-triangles in $H^{O P T}$. Our algorithm produces $H^{*}=\left\{v_{1}, v_{2}, \ldots, v_{m}\right\}$ with $v_{1} \lesssim v_{2} \lesssim \ldots \lesssim v_{m}$. Let $S=H^{O P T} \cap H^{*}, B=H^{O P T}-S, C=H^{*}-S$. Therefore, $H^{O P T}=$ $S \cup B, H^{*}=S \cup C$, and $B \cap C=\emptyset$. Let $B=\left\{b_{1}, \ldots, b_{m-|S|}\right\}$ and $C=\left\{c_{1}, \ldots, c_{m-|S|}\right\}$. Since for each $b \in B$, the vertex ID of $b>m$, and for each $c \in C$, the vertex ID of $c \leq m, c_{i} \lesssim b_{i}$ for $i \in[1, m-|S|]$ holds. According to Lemma 5.5, we have $\Delta_{k}\left(H^{*}\right) \leq$ $\Delta_{k}\left(H^{O P T}\right)$. Since $\left|H^{*}\right|=\left|H^{O P T}\right|$ and $H^{O P T}$ is an optimal solution, $\Delta_{k}\left(H^{*}\right) /\left|H^{*}\right|=\Delta_{k}\left(H^{O P T}\right) / H^{O P T}$ holds, implying that $H^{*}$ is also optimal.

The above analysis shows that if a feasible solution exists and thereby the optimal solution $H^{O P T}$ also exists, our algorithm is able to obtain a feasible solution with the objective value identical to the one in $H^{O P T}$. Therefore, if TERA cannot find a subgraph which satisfies the no-pair constraint, it implies that the instance of MkTG problem on the threshold graph $G$ has no feasible solution. For TERA-ADV, since SP and VPE strategies remove from $G$ only the redundant vertices, TERA-ADV also finds the optimal solution for MkTG in threshold graphs.

## 6 EXPERIMENTAL RESULTS

To evaluate the proposed algorithms, we conduct experiments on 5 real datasets. The first two datasets, $I G$ and $F B$, are two social

Table 1: Summary of datasets

| Dataset | $\|V\|$ | $\|E\|$ | Avg. Deg. | $\frac{\Delta_{1}(G)}{\|V\|}$ | CC | Diam |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IG | 45 K | 678 K | 15.1 | 132.6 | 0.24 | 7 |
| FB | 63 K | 817 K | 13 | 55.6 | 0.14 | 15 |
| DBLP | 317 K | 1 M | 3.2 | 7 | 0.63 | 21 |
| Pokec | 1.6 M | 30 M | 18.8 | 20 | 0.11 | 11 |
| Youtube | 1.1 M | 3 M | 2.6 | 2.7 | 0.08 | 24 |

network datasets from Instagram and Facebook, respectively. FB contains 63 K vertices and 817 K edges [33], and IG includes 45 K vertices and 678 K edges [34]. The third dataset, DBLP, is a co-author network with 317 K vertices and 1 M edges ${ }^{8}$. The fourth dataset is the Pokec social network with 1.6 M vertices and 30 M edges ${ }^{9}$. Finally, Youtube video sharing dataset has 1.1 M vertices and 3 M edges, which is also employed to construct four threshold graphs with different thresholds $\tau=\{2,4,6,8\}$ based on [32].

Since no algorithm has been proposed for MkTG, we compare Triangle and Edge Reduction Algorithm (TERA) and TERA with Advanced Processing Strategies (TERA-ADV) with four baseline algorithms: Brute-Force (BF), Random (RND), BigClam [13] on the complement graph ( $B C$ ), and Parallel Maximum Clique $[38,39$ ] on the complement graph (PMC). BF finds the optimal solution of MkTG by enumerating all the subgraphs satisfying the no-pair constraint. RND selects random vertices from $G$ to iteratively expand the subgraphs. It derives the tenuity objective value when a new vertex is added, and the best group following the no-pair constraint is returned.
$B C$ is a community detection algorithm which detects overlapping communities by estimating non-negative latent factors. BC and PMC first construct the $k$-hop graph $G_{k}$ of the original social network $G$ and then transforms $G_{k}$ into its complement graph $\widehat{G}_{k}$. We then employ $B C$ to find the densest community in the complement graph, while PMC employs efficient heuristic approaches to find a clique of size $n$ in the complement graph. The idea is to extract dense subgraphs (i.e., clique, community) in the complement graph and then return the corresponding tenuous subgraphs in the original social network ${ }^{10}$.

In our experiments, the default parameters are $k=2$ and $n=$ 20. The algorithms are implemented on an HP DL580 server with Quadcore Intel X5450 3.0 GHz CPUs and 1TB RAM. Each result is averaged over 50 samples. The $k$-hop graphs for $2 \leq k \leq 5$ are constructed offline. Moreover, in TERA-ADV, the input graphs are filtered by Simplicial Pruning (SP) and Vicinal Partition and Elimination (VPE) offline as well.

### 6.1 Sensitivity Tests on Large Graphs

Figure 6 reports the results of TERA-ADV on FB, IG, DBLP, Pokec, and Youtube to help understand the behavior in different datasets. Figure 6(a) compares the objective values in different datasets. No $k$-triangle is created when $k=1$. As $k$ increases, the objective values increase because more vertices in $F$ are within $k$ hops on
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Figure 6: Comparisons on large datasets.
G. IG incurs the largest objective values because it is denser than others, i.e., the average number of 1 -triangles is 132.6 , and the average degree is 15 . Figure 6(b) compares the group sizes obtained by TERA-ADV in different datasets. When $k$ becomes large, small groups are preferred because larger groups in dense graphs tend to incur much more $k$-triangles. Moreover, TERA-ADV can find a larger group in DBLP without generating any $k$-triangle because the diameter is large, but the average degree is small in DBLP.

Figure 6(c) compares the feasibility ratios with different $n$ (size constraint) in various datasets. Here, feasibility ratio is the ratio of the number of returned feasible solutions to the number of tested MkTG instances. For a small $n$, e.g., $n \leq 80$, the feasibility in each dataset is higher than $90 \%$. TERA-ADV achieves the highest feasibility ratio in DBLP because DBLP has the smallest average degree, and TERA-ADV in this case tends to find large feasible groups easily. To understand the impact on computation time of different datasets, we compare the computation time of TERA-ADV in Figure 6(d) on DBLP ( 0.3 M vertices) and Youtube ( 1.1 M vertices). TERA-ADV is more efficient in DBLP because the number of vertices is only $1 / 3$ that of Youtube. However, the computation time in the two datasets becomes closer when $k$ increases. This is because the average degree and the clustering coefficient of Youtube is smaller than those of DBLP. In this case, SP and VPE can prune more redundant vertices in Youtube.

### 6.2 Comparisons on Large Threshold Graphs

Figure 7 compares the performance of different approaches in threshold graphs (with threshold $\tau=\{2,4,6,8\}$ ) constructed from Youtube ( 1.1 M vertices). As shown in Figure 7(a), the computation time drops when $\tau$ increases because the graph contains fewer edges in this case. The improvement of TERA-ADV over TERA becomes more significant for a smaller $\tau$, because the SP and VPE strategies trim off more vertices from the original graph. Figure 7(b) compares the feasibility ratios of different $\tau$. When $\tau$ decreases, the feasibility ratios of PMC and RND drop due to the larger number of edges. Please note that PMC does not achieve $100 \%$ feasibility ratio because sometimes it cannot find a clique of size $n$ in the complement graph.


Figure 7: Comparisons on large threshold graphs (1.1M).

However, the feasibility ratios of the proposed algorithms are both $100 \%$ because as shown in Section 5, TERA and TERA-ADV can obtain the optimal solution of MkTG on threshold graphs.

Figures 7(c) and 7(d) examine the objective values and the feasibility ratios of different approaches. The objective values of the optimal solutions obtained by TERA and TERA-ADV grow when $n$ increases because more vertices lead to a greater number of $k$ triangles. In contrast, both PMC and RND incur much larger objective values, and RND has poor feasibility ratios. This is because PMC and RND do not well utilize the information brought by the vicinal pre-order in threshold graphs.

### 6.3 Different Approaches on Small Graphs

We compare the proposed TERA and TERA-ADV with other baseline approaches. Note that BF does not scale up to large social networks because it examines all possible combinations. Therefore, we randomly sample the IG dataset to generate small networks with different sizes. Figures $8(a)$ and $8(b)$ compare the execution time and the solution quality for all algorithms in IG. Figure 8(a) manifests that, even for tiny networks, BF still incurs unacceptable computation time to find the optimal solution, whereas TERA is very efficient. Moreover, TERA-ADV, equipped with Simplicial Pruning (SP) and Vicinal Partition and Elimination (VPE) to remove redundant vertices, requires small running time that is comparable to RND.

Figure 8(b) presents the pruning power of the SP and VPE strategies in TERA-ADV, where TERA-ADV can obtain high-quality solutions very close to the optimal solutions. In contrast, PMC and BC perform poorly because they cannot effectively minimize $k$-triangles. Therefore, the results confirm that finding dense subgraphs on complement graphs does not work for the MkTG problem. TERA-ADV obtains solutions with better quality than TERA because the SP and VPE strategies effectively remove the redundant vertices, which sometimes are considered by TERA and thus deteriorate the solution quality of TERA.


Figure 8: Comparisons of different approaches.

## 7 CONCLUSION

In contrast to previous works on identifying socially dense groups, research on finding socially tenuous groups has not received much attention in the research communities. This paper makes the first attempt to extract socially tenuous subgraphs from social networks. We introduce the notion of $k$-triangles for measuring group tenuity and formulate a new research problem, namely Minimum $k$ Triangle Disconnected Group ( $M k T G$ ) that finds socially tenuous groups. We propose polynomial-time algorithms to obtain the optimal solutions for MkTG on threshold graphs, which are similar to many representative online social networks. We design two efficient and effective algorithms to solve MkTG on general graphs. Experimental results manifest that the proposed algorithms outperform baselines significantly in terms of computation time and solution quality. In the future work, we will incorporate other important dimensions, such as personal attributes, to ensure that the selected group members share similar or different attribute values to collaborate on the required tasks in various applications.
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[^0]:    ${ }^{1}$ Reducing only the number of edges in the group is not sufficient for real applications (explained later).
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[^2]:    ${ }^{2}$ In fact, some people argue that double-blind review may not really be blind because the research community is small. Sometimes it is not difficult to guess the author identities during the paper bidding phase.
    ${ }^{3}$ In this paper, STG refers to both socially tenuous group and socially tenuous subgraph, which are used interchangeably under the context of this paper.
    ${ }^{4}$ For the case of $|H|=2$, we can add a virtual vertex $q$ linking through artificial paths to every vertex in the group. By controlling the hop number of the artificial paths, eliminating $k$-triangles in the original group can be transformed to eliminating the subgraphs $H$ with $|H|=2$.

[^3]:    ${ }^{5}$ The normalization term could be $(|F|)^{t}$ with $t \geq 1$. Without loss of generality, we consider the case where $=1$.

[^4]:    ${ }^{6}$ For most networks, their $k$-hop graphs become complete graphs for $k \geq 6$. Therefore, we only need to consider the $k$-hop graphs for $2 \leq k \leq 5$. To reduce space consumption, we store only one copy of vertex set in the $k$-hop graph. Each edge $e$ in the $k$-hop graph is marked with an integer $k_{e}$ indicating $e$ appears when $k \geq k_{e}$.

[^5]:    ${ }^{7}$ An alternative approach is to add the number of edges in a solution to the objective function, by replacing the tenuity objective of $F$ with $\frac{\Delta_{k}(F)+E(F)}{|F|}$, where $E(F)$ is the number of edges in $F$. TERA can solve the above problem by including a set of virtual nodes $R$ that links to every vertex in the $k$-hop graph $G_{k}$ during the preprocessing step. In this case, if any two vertices $u, v \in F$ share an edge, the edge will be included in $|R| k$-triangles, and the number of $k$-triangles thereby increases. Thus minimizing this new objective function would deter $F$ from including edges.

[^6]:    ${ }^{8} \mathrm{http}: / /$ snap.stanford.edu/data/com-DBLP.html.
    ${ }^{9} \mathrm{http}$ ://snap.stanford.edu/data/soc-pokec.html.
    ${ }^{10}$ If no clique of size $n$ can be found, PMC extracts the maximum clique $C$ and randomly chooses other vertices from $G$ to argument $C$ until $|C|=n$.

